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Preface

The main goal of this doctoral project has been the application of Raman spectroscopy to the characterization of zeolites, with particular regard to their behavior in controlled atmosphere and/or under reaction conditions. Even if apparently this may be considered a trivial task (as for many other spectroscopic techniques), the Raman approach to zeolites is rather complex because of the several drawbacks affecting it (e.g. fluorescence and laser induced sample damaging).

A key point of this thesis has been to exploit/develop a set of tools able to overcome such limitations: several implementations have been reported in the literature with the same aim, however each one demonstrated some incompatibilities with the purposes of the present work. For such reason, a totally new experimental setup was designed, developed and tested.

Following the good preliminary results achieved, the novel device was then applied to the study of two relevant processes in the zeolite/catalysis field: the Methanol To Hydrocarbon (MTH, based on acid zeolites) and the Hydrogen Peroxide to Propylene Oxide (HPPO, catalyzed by Titanium Silicalite-1, TS-1). The former represented an optimal benchmark for the new setup, since the reaction involves labile organic reactants and products, thus threatened by the photon induced damaging. The latter, instead, thanks to the peculiar features of the TS-1, can be regarded as a more fundamental research work, also involving a multiple technique approach and quantum mechanical simulation (the latter representing a significant fraction of this thesis work).
Chapter 1

Introduction

1.1 The samples: zeolites

Zeolites are a rich class of materials, both from natural and synthetic origin. According to the International Union of Pure and Applied Chemistry (IUPAC), «Zeolites and zeolite-like materials comprise a broad range of porous crystalline solids. The structures of zeolite-type materials are based essentially on tetrahedral networks which encompass channels and cavities».\(^1\) The number of known zeolite structures (i.e. frameworks) is continuously growing up: being 176 framework types reported in 2007,\(^2\) other 55 new structures have been validated since nowadays, i.e. reaching 231 different ones.\(^3\) Considering all the possible compositional variations (the tetrahedra commonly host Si or Al, but other “heteroatoms” such as B, P, Ge, Ga, As and transition metals can be included as well), it is simple to understand that the label “zeolite” describes thousands of different materials, each one with its specific properties. Another source of variability is represented by the extraframework counterions, which are eventually hosted in the porous system in order to balance the electrical charge of the framework. Furthermore, zeolites effectively behave as adsorbent materials, being able to host a large amount of atoms/molecules (in the most common case water) in the empty spaces of channels and cavities: these species can be usually eliminated under proper conditions (e.g. through a thermal treatment). Exactly observing the development of steam upon the rapid heating of a Stilbite mineral, the Swedish mineralogist Axel Fredrik Cronstedt coined in the 18th century the term zeolite from the combination of the Greek words ζεό (zeo, “to boil”) and
λιθος (lithos, "stone"). The depletion of counterions is instead impossible, because of their role in keeping the material charge nil.

Coming back to the composition, the tetrahedral units are in the simplest case represented by orthosilicate anions (SiO$_4^{4-}$) connected through the corners (i.e. giving rise to a tectosilicate): the resulting structure, terminated on external surfaces by silanol groups, does not require an extraframework charge balance since it is neutral by itself. The existence of natural all-silica zeolites has not been reported, being all of synthetic origin. Conversely the substitution of the SiO$_4^{4-}$ by AlO$_4^{5-}$ is very likely also in natural samples, such as zeolites are often (and sometimes improperly) classified as aluminosilicates. Due to the excess of negative charge of the framework accomplishing such substitution, the presence of extraframework cations is now compulsory in order to keep the overall charge neutrality. These are extremely important in determining the zeolite chemical behavior, since they represent the active sites of the material: as an example, since counterions can be easily substituted by other ones, zeolites are widely exploited as ion exchange materials. Another application with great relevance nowadays, involving zeolites with alkali and alkali-earth counterions, is the CO$_2$ capture and separation from other gases: carbon dioxide can interact with the cations as well as the framework oxygen atoms, thereby providing a set of preferential adsorption sites. It is also possible to perform transition metal ions exchanges, thus inducing redox properties to the material: giving some examples, Cu- and Fe-zeolites are applied as catalysts for the Selective Catalytic Reduction (SCR) of NO$_x$ in post-combustion exhausts, whereas Ni-zeolites are active toward the olefins oligomerization reaction. Probably the type of counterion which found the largest industrial application is the proton: the H$^+$ shows a strong Brønsted acidity, comparable to mineral acids one, with the enormous advantage to handle a solid rather than a liquid. Furthermore, thanks to their microporous structure, zeolites ensure high
selectivity: only the molecules able to diffuse through the channel system can reach the active sites (and thus react) and only the products (as well as the reaction transition states) which are allowed by the framework steric constrains can be formed.\textsuperscript{22,23} The marked acid character and the intrinsic selectivity of zeolites brought them to dominate the catalysis market in petroleum refining and petrochemistry.\textsuperscript{24,25} Another possible way to balance the charge, other than counterions, is available: if phosphates \( \text{PO}_4^{3-} \) are replacing the \( \text{SiO}_4^{4-} \), each one is able to counterbalance a \( \text{AlO}_4^{5-} \) (\textit{i.e.} without the needing of an extraframework cation). This synthetic opportunity brought to produce materials with various Si:Al:P compositions, giving rise to the so called SAPO and ALPO zeotypes families.\textsuperscript{26,27}

The substitutions of Si by heterovalent atoms are not the only allowed by the zeolites chemistry. An example is the isovalent substitution of silicon by germanium, possible in a wide range of compositions and sometime giving rise to new structures, unreported for siliceous-only zeolites.\textsuperscript{28–32} Probably, the most relevant case of isovalent substitution (also regarding the industrial application) is represented by the insertion of Ti: being obtained for the first time in 1983 by the researcher from ENIChem SPA on Silicalite-1 (\textit{i.e.} obtaining the famous TS-1),\textsuperscript{33} it has been successfully to many other framework topologies.\textsuperscript{34–37} TS-1 represented for academia an exceptional laboratory, where several characterization techniques could be exploited and developed: a brief description of these successes will be given in Chapter 4. However the interest toward TS-1 was not relegated to the fundamental research only, as a number of industrial processes exploiting it as catalysts were rapidly developed few years after its discovery.\textsuperscript{38,39} The main application field of TS-1 is represented by partial oxidation reaction: its catalytic role is to activate the oxidizing medium (\textit{i.e.} hydrogen peroxide in aqueous solution) by forming Ti-peroxo species,\textsuperscript{40–42} thus making it capable to oxidize the desired organic substrates in a controlled way. Among all the possible reactions, the
most relevant ones are the epoxidation of olefins (and in particular of propene to propylene oxide)\textsuperscript{43} and the ammoxidation of cyclohexanone to cyclohexanone oxime (a precursor for nylon 6 production).\textsuperscript{44} With respect to the previous industrial processes the TS-1 based ones represented a big step forward, being safer and showing higher selectivities toward the desired products.\textsuperscript{39}

Even if not exhaustively, the previous paragraphs aimed to introduce the world of zeolites, underlining its variety and complexity, as well as the importance of these materials in several industrial processes (but also in the everyday life). Since the spreading of structures, properties, types of active sites and applications typical of zeolites, their complete characterization requires a multitechnique approach. Each specific measurement can in fact put in evidence a different facet of their complex nature: giving few examples, diffraction techniques allow to obtain the structure of these materials, volumetry is helpful in the porosity characterization, microscopies in the assessment of morphology, etc.\textsuperscript{45} A peculiar class of techniques is represented by spectroscopies: the variety of the information accessible is in fact really wide, ranging from structural to electronic properties, passing through active sites features and reactivity.\textsuperscript{46–49} Among them, a rather peculiar case is represented by Raman spectroscopy: beside its potentialities and advantages toward zeolites characterization, its application has been limited by several drawbacks. A detailed picture of the Raman characterization of zeolites will be given in the following. However, before entering this specific topic, in the next section the fundamentals of Raman spectroscopy (useful for the clear understanding of the related issues) are introduced.
1.2 The approach: Raman spectroscopy

Raman spectroscopy is a vibrational technique originating from the inelastic scattering of electromagnetic radiation. Its name derives from the one of discoverer, Sir Chandrasekhara Venkata Raman, that reported together with his coworker Krishnan as «[...] in every case in which light is scattered by the molecules in dust-free liquids or gases, the diffuse radiation of the ordinary kind, having the same wave-length as the incident beam, is accompanied by a modified scattered radiation of degraded frequency».\(^50\) Even if Raman was the first scientist to experimentally observe the phenomenon, the inelastic diffusion of light was theoretically predicted by Smekal five years before.\(^51\) Few months after Raman’s report, an independent experimental confirmation came from Landsberg and Mandelstam, who verified the same effect on solid samples.\(^52\) Following its discovery, Sir Raman was awarded in 1930 with the Nobel Prize for Physics «for his work on the scattering of light and for the discovery of the effect named after him».

As briefly introduced, the inelastic scattering of an electromagnetic radiation is the physical phenomenon determining the occurrence of the Raman effect: the general definition of scattering states that a scattering process occurs when a wave (or a particle) is randomly deflected by its original trajectory consequently to the interaction with another wave/particle (defined as scatterer or scattering center). Such definition is very broad and, still, the intimate mechanism of the phenomenon has not been clarified. In the following, the key steps of the theory of Raman scattering will be delineated, being these adapted from parent literature.\(^53,54\) Three types of scattering phenomena are observed in a Raman experiment: when a photon of energy $\hbar \omega_i$ (being $\omega_i$ its angular frequency and $\hbar$ the reduced Plank constant) interacts with a given system sitting in an energy level $E_i$, the photon is annihilated and the system is promoted to a virtual excited state. The system readily decays from this virtual state to a final state $E_f$ and a new photon of
energy $h\omega_f$ is created. The energy of this photons determines the type of scattering occurring: i) if $h\omega_f = h\omega_i$ (thus $E_f = E_i$) the photon belongs an elastic scattering; ii) if $h\omega_f < h\omega_i$ (thus $E_f > E_i$) the scattering is inelastic and it causes the production of a lower frequency photon; iii) if $h\omega_f > h\omega_i$ (thus $E_f < E_i$) the scattering is still inelastic but the photon is now re-emitted with higher frequency. The difference in energy $E_f - E_i$ observed between the two energy level can be rewritten as reported in Equation 1.1 by exploiting the Plank’s law.

$$|E_f - E_i| = h\omega_m$$ \hspace{1cm} (1.1)

Taking into account the conservation of energy for the overall scattering process (Equation 1.2)

$$|E_f - E_i| = |h\omega_f - h\omega_i|$$ \hspace{1cm} (1.2)

and combining Equation 1.2 with Equation 1.1, Equations 1.3, 1.4 and 1.5 are thus obtained.

$$|h\omega_f - h\omega_i| = h\omega_m$$ \hspace{1cm} (1.3)

$$\begin{cases} \omega_f - \omega_i = 0 \\ \omega_m = 0 \end{cases} \cup \begin{cases} \omega_f - \omega_i < 0 \\ \omega_f - \omega_i = -\omega_m \end{cases} \cup \begin{cases} \omega_f - \omega_i > 0 \\ \omega_f - \omega_i = \omega_m \end{cases}$$ \hspace{1cm} (1.4)

$$\begin{cases} \omega_f = \omega_i \\ \omega_m = 0 \end{cases} \cup \begin{cases} \omega_f < \omega_i \\ \omega_f = \omega_i - \omega_m \end{cases} \cup \begin{cases} \omega_f > \omega_i \\ \omega_f = \omega_i + \omega_m \end{cases}$$ \hspace{1cm} (1.5)

Equation 1.5 describes (from left to right) the Rayleigh, Stokes and anti-Stokes scattering processes. This result can be schematized as in Figure 1.1.
Figure 1.1 Schematic representations of the three possible scattering phenomena occurring in a Raman experiment.

From Equation 1.5, the analytical information provided by Raman spectroscopy can be understood: $\omega_i$ is the frequency of the excitation photon, which is known from the experimental setup adopted; $\omega_f$ is the observable, the outcoming light which is measured after the interaction with the material; and $\omega_m$, which can be derived from the previous when inelastic scattering occurs, represents (as defined in Equation 1.1) the difference among two energy levels, i.e. a material property. To fully get the meaning of $\omega_m$ it is determinant to consider its order of magnitude: since this typically falls in the mid/far infrared range of frequencies, it can be ascribed to a vibrational (or rotational) mode of the material.

Another really important point is the intensity of the Raman signal, which has not been yet described. In the simplest case, when the excitation wavelength $\omega_i$ is really different from the ones of the electronic transitions of the material, a classical approach is sufficient to properly describe the origin of Raman intensity. The key point is the establishment of a induced dipole moment $\mu$ when the electric field $E$ of an electromagnetic wave with frequency
\( \omega_i \) interacts with the system because of the polarization of the latter. The polarization extent is determined by the polarizability tensor \( \alpha \) of the material. It is important to recall that an oscillating dipole can act as a photon emitter and the intensity of the emitted radiation will be proportional to the square modulus of the dipole moment and to the fourth power of its oscillation frequency, \( i.e. \ I \propto \omega^4 |\mu|^2 \). The dipole moment can be obtained from the product of the polarizability tensor and the electric field (Equation 1.6).

\[
\mu = \alpha \cdot E
\]  

(1.6)

If the scatterer is isotropic, the polarizability tensor is reduced to a scalar \( \alpha \): in the following this simplified approach will be followed. The polarizability is expected to vary when the molecular structure changes upon vibration: thereby, considering a specific vibrational mode \( m \) of frequency \( \omega_m \), \( \alpha \) can be expanded through a Taylor series with respect to the normal coordinate \( Q_m \) of the vibrational mode (Equation 1.7).

\[
\alpha = \alpha_0 + \left( \frac{\partial \alpha}{\partial Q_m} \right)_0 Q_m + \cdots = \alpha_0 + \beta Q_m + \cdots
\]  

(1.7)

In the tensorial treatment, each tensor component is expressed in this way separately. Since the series is rapidly converging, it can be conveniently truncated to the first order. Then explicitly describing the time dependence of \( Q_m \) (Equation 1.8) and \( E \) (Equation 1.9)

\[
Q_m = Q_{m0} \cos(\omega_m t)
\]  

(1.8)

\[
E = E_0 \cos(\omega_it)
\]  

(1.9)
and thus substituting in Equation 1.6, Equation 1.10 is obtained.

\[
\mathbf{\mu} = [\alpha_0 + \beta Q_m \cos(\omega_m t)] \cdot E_0 \cos(\omega_i t) \\
= \alpha_0 E_0 \cos(\omega_i t) + \beta E_0 Q_m \cos(\omega_m t) \cos(\omega_i t) \tag{1.10}
\]

Finally applying the prosthaphaeresis trigonometric relations, Equation 1.10 can be rewritten as:

\[
\mathbf{\mu} = \alpha_0 E_0 \cos(\omega_i t) + \beta E_0 Q_m [\cos((\omega_i - \omega_m) t) \\
+ \cos((\omega_i + \omega_m) t)] \tag{1.11}
\]

Equation 1.11 gives the description of three distinct sources of radiation: the first term \(\alpha_0 E_0 \cos(\omega_i t)\) describes the emission of a light with the same frequency \(\omega_i\) of the incident one, i.e. the Rayleigh scattering; the second term \(\beta E_0 Q_m \cos((\omega_i - \omega_m) t)\) represents the production of an electromagnetic wave with lower frequency \(\omega_i - \omega_m\) compared to the incident one, i.e. the Stokes scattering; the third term \(\beta E_0 Q_m \cos((\omega_i + \omega_m) t)\) finally explains the anti-Stokes scattering, being the outcoming frequency \(\omega_i + \omega_m\) larger than the incoming. Equation 1.11 further depicts the fundamental condition allowing Raman scattering to occur: the variation of the polarizability due to the vibrational mode of interest should be non-zero, thus \(\beta \neq 0\).

Being appropriate for the description of “standard” Raman scattering, Equation 1.11 is not able instead to explain other effects, including the very important resonant Raman one. Resonant Raman is phenomenologically observed when the measurements are performed with an excitation wavelength falling close to one of an electronic transition of the material: as a consequence, some of the Raman signals of the sample show a notably increased intensity (sometime of orders of magnitude), whereas other vibrations are basically unaffected. In order to give an appropriate description
of this effect a quantum mechanical approach is required: since its full mathematical treatment is really complex and out of the scope of this thesis, just the key concepts will be reported and discussed. The basic for this theory is the Kramers-Heisenberg equation of 1925, originally developed to describe the cross section for the scattering of a photon by an atomic electron: the same was re-derived some years later by Dirac with a fully quantum mechanical approach. The Kramer-Heisenberg-Dirac results were subsequently modified by Behringer, employing the Franck-Condon principle, and finally by Albrecht, who further introduced the Herzberg-Teller treatment for vibronic transitions in the former theory. The Herzberg-Teller effect describes the dependence of an electronic Hamiltonian \( \hat{H} \) on the normal coordinate \( Q \) of a given vibration. The dependence is expressed as a series expansion of \( \hat{H} \) with respect to \( Q \) around the equilibrium position \( Q_0 \): the vibrational perturbation to \( \hat{H} \) allows thus the mixing of electronic states. Applying the Herzberg-Teller expansion in the derivation of polarizabilities, the Albrecht theory is derived. The latter gives a satisfactory description of the resonant Raman effect: the key concept is to keep in mind that an electronic transition is always coupled with a change in the vibrational state of the absorber. This means that an electronic transition form a ground state \( |\psi_g\rangle \) to an excited state \( |\psi_e\rangle \) is actually a vibronic transition from a ground vibronic state \( |i\rangle = |\psi_g\rangle|v_{g,1}\rangle \) to an excited vibronic state \( |e\rangle = |\psi_e\rangle|v_e\rangle \). Then the Raman process further requires a decay from the \( |e\rangle \) vibronic state to the final \( |f\rangle = |\psi_g\rangle|v_{g,2}\rangle \) vibronic state owning to the electronic ground state. If \( |v_{g,1}\rangle = |v_{g,2}\rangle \) Rayleigh scattering occurs, whereas Raman scattering is observed for \( |v_{g,1}\rangle \neq |v_{g,2}\rangle \). The elements of the polarizability tensor \( \alpha_{\rho\sigma} \) are defined in the Albrecht theory by a sum of terms (Equation 1.12).

\[
(\alpha_{\rho\sigma})_{if} = A + B \tag{1.12}
\]
The $A$ addend in Equation 1.12 represents the zero order term of the Herzberg-Teller series, while the $B$ term contains the first order dependence by $Q$. Explicitly, the $A$ term is:

$$A = \frac{1}{\hbar} \langle \psi_g | \mu_\rho \psi_e \rangle \langle \psi_e | \mu_\sigma | \psi_g \rangle \sum_{\nu_e} \frac{\langle \nu_{g,2} | \psi_e \rangle \langle \nu_e | \nu_{g,1} \rangle}{\omega_{\psi_e \nu_e, \psi_g \nu_{g,1}} - \omega_0 + i\Gamma_{\psi_e \nu_e}}$$ \hspace{1cm} (1.13)

Equation 1.13 is rather complex but its physical meaning can be easily understood by considering its components separately. The term external to the summation sign, $\langle \psi_g | \mu_\rho \psi_e \rangle \langle \psi_e | \mu_\sigma | \psi_g \rangle$, is the product of the $\rho$ and $\sigma$ Cartesian components (i.e. being $\rho$ and $\sigma = x, y, z$) of the dipole moments for the $|\psi_e \rangle \rightarrow |\psi_g \rangle$ and $|\psi_g \rangle \rightarrow |\psi_e \rangle$ electronic transitions. Inside the summation, the numerator $\langle \nu_{g,2} | \psi_e \rangle \langle \nu_e | \nu_{g,1} \rangle$ is the product of the Franck-Condon factors associated to the vibronic transitions $|i \rangle \rightarrow |e \rangle$ and $|e \rangle \rightarrow |f \rangle$; the denominator $\omega_{\psi_e \nu_e, \psi_g \nu_{g,1}} - \omega_0 + i\Gamma_{\psi_e \nu_e}$ contains the frequency of the vibronic transition $\omega_{\psi_e \nu_e, \psi_g \nu_{g,1}}$, the frequency of the incident light $\omega_0$ and a damping factor $i\Gamma_{\psi_e \nu_e}$, related to the width of the state $|e \rangle$ (thus responsible of the Raman signal bandwidth). In order to achieve the resonance enhancement of the Raman signal from the $A$ term two conditions must be satisfied: i) the dipole moments for the electronic transitions must be non-zero; ii) the Franck-Condon factors must be non-zero for at least a $|\nu_e \rangle$. The former condition is satisfied if the electronic transition are dipole permitted; further the contribution to the term increases together with the magnitude of the dipole, thus resonance Raman is favored if the excitation falls in the contour of an intense adsorption band (e.g. due to charge transfer or $\pi - \pi^*$ transitions). In order to satisfy the latter condition, the vibrational wavefunctions $|\nu_{g,1} \rangle$ and $|\nu_{g,2} \rangle$ must be non-orthogonal to $|\nu_e \rangle$ in order to obtain non-zero overlap integrals. Non-orthogonal wavefunctions are obtained in two ways: the shape
of the potential energy surface for $|\psi_g\rangle$ and $|\psi_e\rangle$ is different between the two electronic states (thus leading to different vibrational frequencies for the same mode) or the potential energy minimum for the $|\psi_e\rangle$ is displaced of a certain $\Delta Q$ with respect to $|\psi_g\rangle$ one along the normal coordinate $Q$ of the considered vibrational mode. The latter case can occur only for totally symmetric modes (i.e. just modifying bond lengths and angles which won’t bring to a change in the symmetry), then leading to a potential energy minimum displacement along the normal coordinate. The last consideration also infers that commonly the totally symmetric modes are the enhanced ones. The enhancement of the non-totally symmetric modes is possible as well and can become relevant for some specific systems (e.g. polycyclic aromatic hydrocarbons): this part of the Raman information is contained in the $B$ term of Equation 1.12 (reported in Equation 1.14).

$$B = \frac{1}{\hbar^2} \sum_{s \neq e} \langle \psi_g | \mu_p | \psi_s \rangle \langle \psi_e | \mu_\sigma | \psi_g \rangle \frac{\hbar^k_{se}}{\Delta \psi_e - \Delta \psi_s} \sum_{v_e} \frac{(v_{g,2} | Q_k | v_e)(v_e | v_{g,1})}{\omega \psi_{e,v_e} \psi_{g,v_{g,1}} - \omega_0 + i \Gamma \psi_{e,v_e}}$$

The Herzberg-Teller vibronic coupling mechanism makes accessible a new excited state $s$ through the normal coordinate $Q_k$, which is involved in determining the polarizability tensor. As for the $A$ term, the electronic transitions involving the states $|\psi_e\rangle$, $|\psi_g\rangle$ and $|\psi_s\rangle$ must be dipole allowed to have a non-zero $B$. A new term $\hbar^k_{se}$ takes into account the vibronic coupling of the $|\psi_e\rangle$ and $|\psi_s\rangle$ states through the normal coordinate $Q_k$, given by:

$$\hbar^k_{se} = \langle \psi_s | \delta \mathcal{H} / \delta Q_k | \psi_e \rangle$$
It is important to underline that Equation 1.15 can be non-zero independently from the symmetry of the vibration of normal coordinate $Q_k$, thus allowing the resonant enhancement of non-totally symmetric modes as well. Concerning the vibrational integrals $\langle v_{g,2} | Q_k | v_e \rangle \langle v_e | v_{g,1} \rangle$ and $\langle v_{g,2} | v_e \rangle \langle v_e | Q_k | v_{g,1} \rangle$ these differ from zero if $v_{g,2} = v_e \pm 1$ and $v_e = v_{g,1} \pm 1$ respectively (in the harmonic approximation). It is important to underline that Herzberg-Teller coupling can occur both during the photon absorption process as well as during re-emission: this fact justifies the splitting of the $B$ term in two additive contributions.

A summary of the theoretical description of resonant Raman is graphically given in Figure 1.2. In the schematic representation is shown as, in the case of the $A$ term, the electronic transitions can occur only vertically, thus requiring a displacement of the potential minima for the states $|\psi_g\rangle$ and $|\psi_e\rangle$ to allow a transition between non-orthogonal vibrational states.

**Figure 1.2** Schematic representation of the vibronic transitions originating resonant Raman. Only the case of Stokes scattering is reported.
Instead, when Herzberg-Teller vibronic coupling occurs, non-orthogonal vibrational state can be involved in the transitions just by non-vertical transitions: as a consequence, also non-totally symmetric vibrational modes can be resonantly enhanced.

As final remark to this section, the intensity of the Raman scattering is considered in an absolute way: it is in fact important to realize the extent of the probability that a photon is scattered according to this mechanism rather than being involved in other type of phenomena. The most convenient way to express this quantity is a cross section, i.e. as the number of photons (usually expressed as integrated area of the full Raman spectrum) belonging inelastic scattering per scattering center, per unit solid angle. In general Raman scattering is a very low probability event: in off-resonance conditions, in fact, the measured cross sections for some representative compounds/materials fall in the $10^{-28}$ - $10^{-30}$ cm$^2$sr$^{-1}$molecule$^{-1}$ range.$^{61,62}$ Raman cross sections can improve significantly by exploiting resonance conditions, thus increasing the cross section up to 5-7 orders of magnitude.$^{63-65}$ However, these value are still really small when compared with the cross section for other phenomena possibly competing with Raman: that is the unlucky case of fluorescence, which cross section values span in the $10^{-23}$ - $10^{-25}$ cm$^2$sr$^{-1}$molecule$^{-1}$ range. This means that the collection of the Raman signal is often affected by contributions from other phenomena (and particularly by fluorescence): in some specific cases the Raman spectra can be completely buried by a fluorescence profile, thus making the technique inapplicable. Such a problem is of particular relevance for zeolites: the strategies adopted toward its solution will be commented in detail in the following section.
1.3 The challenge: Raman of zeolites

In the field of zeolites, Raman is a useful and straightforward method to study the vibrational properties of the zeolitic framework: the easier way to understand this ability is to compare the Raman spectrum of a zeolite with its corresponding infrared spectrum (Figure 1.3).

![Comparison of FTIR and Raman spectra](image)

**Figure 1.3** Comparison of the a) FTIR (transmission mode) and b) Raman ($\lambda = 244$ nm) spectra of a H-ZSM-5 zeolite (Sud Chemie, Si/Al = 45).

The differences in term of relative intensities are remarkable: without entering in detail with the assignment of all the spectral features (see Chapter 3 for a deeper comment), both the spectra can be divided in a high ($\nu > 2000$ cm$^{-1}$) and a low ($\nu < 2000$ cm$^{-1}$) frequency regions. The former is interested for zeolites by the presence of the typical stretching vibrations of OH groups (both terminal/defective silanols and Brønsted sites): in the case of FTIR spectroscopy these signals (collected in transmission mode) are intense and well defined, whereas with Raman only weak (sometime nil) features can be collected. The latter, instead, is characteristic for framework vibrational modes: concerning FTIR all the features (with the exception of the overtones...
around 1600-2000 cm$^{-1}$) are too intense, resulting in an out-of-scale signal where most of the information is lost; conversely Raman shows an optimal signal intensity in this region, being all the main spectral features easily recognized. Furthermore Raman (thanks to its instrumental building) is able to reach lower frequency values, whereas special setups are required to do the same by FTIR. Thus Raman is useful in zeolites characterization since it is capable to properly give the vibrational picture of the so-called framework modes, where FTIR instead typically fails. However, as for every technique, also Raman spectroscopy shows some limitations: the first, important drawback is that the Raman effect is characterized by a very small cross section (see the previous section), thus a high brilliance of the excitation source is required in order to obtain spectra with a good S/N ratio in a reasonable time framework. Because of this reason, the sources for Raman spectrometers are typically lasers, since these are able to produce a high photon flux, coherent light beam. To further increase the number of the inelastic scattering events, the excitation laser is usually converged on the sample through lenses and even by microscopes: concentrating the photons flux on a smaller scattering volumes the intensity of the signal can be further increased. These precautions are really useful in increasing the collected Raman intensity at equal collection times, or to shorten the time lapse required to collect a spectrum of same quality. However some drawbacks are introduced as well: since the incoming radiation is really intense, the overheating induced by the high photon flux can damage some type of materials. This is true especially for organic species, which can belong a burning-like process thus converting them in carbonaceous residuals. When the excitation source owns particularly high photons energy (e.g. as in the case of UV lasers), further photochemical damage could be observed, coming to similar outcomes. The most feasible way to avoid (or at least to limit) such damages is to reduce the incident laser power: in this way more reliable data
are collected, paying the price of a lower signal-to-noise ratio *i.e.* longer acquisition time. Even if this procedure is the best compromise, it becomes seriously limiting for the applicability of Raman spectroscopy anytime time-resolved experiments would be performed. A possible way to exploit higher excitation powers but avoiding the sample damaging is to spread the measurement hot-spot on the larger fraction of sample possible: in other words, if the sample is continuously moved under the laser beam, each point on its surface is enlightened by the high photons flux for a brief time, possibly too short to cause a photoinduced damage. Several technical solutions have been developed along the last 40 years to exploit this concept. The milestones of this process will be discussed in Chapter 2, together with an in-depth discussion on the device specifically developed during this doctorate.

If the laser power vs photoinduced damage issue can be addressed adopting appropriate technical solutions, fluorescence often represents an unavoidable side effect, which could make the collection of the Raman signal impossible. As commented in the previous section of this chapter, the usual cross sections for fluorescence emission are at least comparable with those of resonant Raman, whereas they can overcame off-resonance Raman ones by orders of magnitude. Practically this means that if fluorescence occurs the Raman signal is “buried” by the emission profile, even if strong resonance can be achieved. Concerning zeolites, the problem is even worse since: i) the Raman cross-section for silicates is intrinsically low; ii) the microporous structure favors adsorption processes, including ones of organic molecules expected to be the main source of fluorescence. The ways to limit the fluorescence to a reasonable extent are mainly two: the simpler approach is to drastically eliminate the sources of emission, thus by opportunely treat the sample in order to remove them. In the case of adsorbed organic species, the easier procedure is to “burn them out” through an oxidative treatment: the simplest approach is the calcination at high temperature in an oxygen rich gas
mixture (e.g. air). Such treatments show variable efficiency depending on the calcination conditions (e.g. temperature, static atmosphere vs flow, air vs pure O$_2$, etc.) as well as toward different materials. This means that a general treatment scheme (i.e. effective for every zeolite) is not feasible and the right conditions for each material have to be determined by dedicated experiments. However calcination is often not sufficient to completely deplete the sources of fluorescence and also traces of these residuals can produce sufficient emission to totally lose the Raman signal. An example comparing the outcomes of different calcinations is given in Figure 1.4.

![Figure 1.4](image)

**Figure 1.4** Raman spectra ($\lambda = 442$ nm) of a Na-Y zeolite obtained upon different activation treatments: not activated (black line), calcined in pure O$_2$ flow at 450°C (red line) and calcined in vacuum at 450°C (blue line).

Already in the case of the bare sample measured in air, even if the typical framework modes of Y zeolite are recognized at $\sim 500$ cm$^{-1}$ and $\sim 300$ cm$^{-1}$, a significant fluorescence profile is observed. The choice of the activation strategy is then determining: the classical vacuum activation as frequently performed for FTIR experiments leads to a failing result, since it only causes the uncontrolled increase of fluorescence now totally overwhelming the Raman signal. The only way to obtain an improvement of the Raman spectrum is to move toward flow calcination in pure O$_2$ stream: in such case it is possible to reduce the fluorescence in an effective way, but the “cost” of the operation is
high. In fact, the treatment time required to achieve this result is extremely long, since a slow temperature ramp has to be followed to guarantee a correct dehydration of the sample (thus avoiding undesired dealumination, e.g. see Chapter 3). Furthermore the calcination at high temperature should be as long as possible in order to obtain the best results: in the reported spectrum, the sample was kept at 450 °C for 6 h, with an overall activation time of more than 10 h. An alternative to harsh and time consuming activation procedures is offered by the physics of luminescence: fluorescence is observed when a photon is absorbed by a chromophore and thus re-emitted with a lower energy, being the spectral region of interest the visible one for most of the emissive moieties. Thus, if excitation wavelengths sufficiently far from visible are exploited in the Raman measurement, the emission occurs in a different spectral region with respect to the one where Raman scattering is occurring. In practice, such condition can be achieved using ultra-violet or infrared lasers.\textsuperscript{73} An alternative way to avoid fluorescence can be represented by the collection of the anti-Stokes branch of the Raman spectrum, \textit{i.e.} falling above the excitation energy thus far from the emission spectral region (even if this is not certain, as photon upconversion phenomena could occur). This peculiar modality was not exploited in this thesis since the available instrumentation does not allow it. The former possibility is thus more interesting, in particular UV-Raman because: i) the intrinsically higher intensity associated to high frequency excitations ($I \propto \omega^4$); ii) the possibility to exploit the resonance for the numerous moieties owning absorption bands in the UV region; and iii) the lower extent of black-body emission in the UV region, thus allowing to easier perform experiments at high temperature. The UV-Raman technique was indeed one of the most successful in zeolites characterization, as demonstrated by the high quality of the related literature.\textsuperscript{40,69,73–81} Despite these advantages, the photoinduced damage becomes a severe drawback in UV-Raman, being in most of the cases photochemical processes involved: the
exploitation of sample movement becomes of outmost importance for this specific approach.

In the next chapters of this thesis the application of UV-Raman to two case studies will be shown: i) the activation and reactivity toward methanol of H-ZSM-5; and ii) the characterization of TS-1 samples with different Ti speciations. The former topic strictly followed the development of the setup as described in Chapter 2, representing an optimal testing and optimization opportunity for the same. The latter study instead was carried on with more fundamental purposes: exploiting the new possibilities opened by the setup, a fine characterization of TS-1 was performed, complemented by a multi-technique approach. A parallel quantum mechanical modeling has been established in order to increase the understanding on the basic physics of the previous experimental evidences.
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Chapter 2

The development of a new setup: toward in situ and operando Raman of zeolites

As already discussed in Chapter 1, the Raman approach to zeolites characterization is often a complex task. Recalling the main reasons, the sample damaging induced by the intense excitation lasers and the strong fluorescence from these samples are the most critical drawbacks. The latter can be solved by choosing excitation wavelengths far from the typical emission region (i.e. UV or IR), whereas the former can be avoided by continuously changing the spot on the sample exposed to the laser beam. In order to exploit such solution the sample must be kept moving during the whole measurement. Of course it is necessary to avoid as much as possible the reduction of the spectral quality caused by the movement, thus the design of a dedicated setup requires a careful consideration of all the possible sources of interference to the Raman signal. A number of examples of setups are available in the literature, everyone with its strengths and weaknesses: before to introduce the solution specifically developed for this thesis work, an in depth review of the previous milestone in this field will be given. Emphasis will be in particular on setups devoted to solids and solid-gas interaction studies, i.e. closely related to the kind of experimental approach exploited along this thesis.

2.1 Raman and sample movement: state of art

The first example of a Raman measurement performed with a moving sample reported in the literature is probably represented by the rotating sample holder developed by Kiefer and Bernstein in 1971. The concept of the device, as schematized in Figure 2.1, is really simple: the powder is pressed in
a circular groove of the sample holder (forming a ring-shaped, self-supported pellet) and the analysis is performed sampling the material while it is rotated.

![Scheme of the rotating sample holder by Kiefer and Bernstein. Reproduced from Ref. 2.](image1)

**Figure 2.1** Scheme of the rotating sample holder by Kiefer and Bernstein. Reproduced from Ref. 2.

This solution allowed its inventors to measure a highly absorbing material such as potassium permanganate without destroying it, thus demonstrating the positive effect of the sample rotation.

Cheng and coworkers exploited again the same concept 9 years later, according to the construction outlined in Figure 2.2.

![Scheme of the controlled atmosphere cell with rotating sample by Cheng and coworkers. Reproduced from Ref. 3.](image2)

**Figure 2.2** Scheme of the controlled atmosphere cell with rotating sample by Cheng and coworkers. Reproduced from Ref. 3.
The proposed cell introduces several evolutions with respect to the previous one: now the rotating sample holder is enveloped in a sealed chamber, allowing to expose the sample to a desired pressure/flow of a gas or to vacuum. Further temperature control is made possible by an external furnace and/or by flowing gases at a given temperature. The rotation is transmitted to the sample holder by an external motor and the coupling of the two parts is probably the most complex feature of the cell (and also its Achilles’ heel): because of the complicated driving system, the cell «presents technical problems in minimizing the mechanical distortions [...] and in the sealing of the cell» as commented by Müller and Weber. The latter proposed an alternative solution, as depicted in Figure 2.3.

![Figure 2.3 Scheme of the controlled atmosphere cell with scanning excitation laser by Müller and Weber. Reproduced from Ref. 3.](image-url)
The novelty of such device is to avoid any mechanical part in the controlled atmosphere region of the cell, ascribing to the complex system of transmission of motion the weakness of the previous setup. Thus, instead of moving the sample itself, it is scanned by a movable laser beam: the incoming light is reflected by a rotating prismatic mirror (n. 4 in Figure 2.3), changing time by time the position of the measurement spot on the material. The scattered light is then recollected by a concave mirror and directed to the collection optics. Even if the present solution simplifies the problem of the cell sealing, it introduces new sources of aberration: it is possible to infer that the optimal collection of the Raman signal requires a high quality alignment of the optical elements, so each experiment is necessarily preceded by a time consuming optimization of the Raman instrumentation.

Reaching the 2000’s the development of new Raman setups was progressively oriented to the study of reactions while occurring, i.e. carrying out the measurements in the so called operando conditions.\textsuperscript{5} Anticipating the definition by Bañares, Chua and Stair developed in 2000 a new type of cell, more precisely definable as a reactor:\textsuperscript{6} The sketch of the reactor-cell is reported in Figure 2.4.

![Figure 2.4 Scheme of the fluidized bed reactor-cell by Chua and Stair. Reproduced from Ref. 6.](image-url)
Even if the reactions were not followed by online products analysis, the reactor was constructed in order to allow the spectroscopic study in realistic reaction conditions: in particular the authors focused on the formation of coke upon conversion of methanol to olefines on zeolites, thus the use of a UV-Raman setup was compulsory to avoid the strong emission of the coke species.\(^7\) Since the risk of laser-induced damage is highly probable in these conditions, the sample was moved during the measurement by exploiting bed fluidization: the continuous exchange of the catalyst particles under the beam avoids their decomposition due to the laser. The fluidization is achieved in this device by a combination of fast gas flow through the catalytic bed and electromagnetic shaking of the whole reactor. The results achieved with this setup were really satisfactory, since also strong UV absorber like Polycyclic Aromatic Hydrocarbons (PAHs) can be effectively measured avoiding any type of damage.\(^7\) This point is really important in the study of coke formation of zeolites, since the sample preservation makes sure that the carbonaceous species observed originate from the reaction and not from spurious, laser induced sample damaging.

The more recent example of Raman setup with movable sample is due to Beato and coworkers, realized by modifying a commercial Linkam CCR1000 reactor-cell as shown in Figure 2.5a.\(^8\) This device again exploits the catalytic bed fluidization, but it was realized with a fully fluid-dynamic concept as Figure 2.5b illustrates: the powder is fluidized by backflow pulses with regular frequency, produced by a dedicated device. The versatility of this tool has been demonstrated by application involving several heterogeneous catalysts.\(^8,9\) Despite its excellent capability to preserve the sample from laser-degradation, fluidization is also a possible source of drawbacks: i) unavoidably the sample is partially lost during the experiment, limiting the time framework available to perform it; ii) the continuous friction among the particles leads to their progressive morphological modification, so that occasionally the fluidization
conditions (strongly connected to the particles shape and size) are no longer achievable. iii) in presence of condensable vapors, the wetting of the catalyst can prevent the fluidization to occur; and iv) since a gas flow is required to fluidize the powder, the reactor-cell is not suitable for working in batch (i.e. static conditions) or in vacuum.

Figure 2.5 a) Scheme of the modified Linkam CCR1000 fluidized bed reactor-cell by Beato and coworkers; b) detail of the fluidization mechanism. Reproduced from Ref. 8.

2.2 Development of a new Raman setup

Analyzing the outcomes from the literature analysis presented in the previous section, it is clear that the development of a Raman setup allowing the sample motion is not a straightforward path. As for every technological implementation, the starting point is to clearly define the requirements for the final object: concerning the goals of this thesis, the cell must allow to perform Raman measurement in controlled atmosphere (vacuum, static and/or flowing gas), to perform thermal treatments and to exploit the maximum laser power thus reducing the measuring time (but avoiding at the same time any sample damage induced by the excitation source). Being the two former requirements easily satisfied by a simple quartz cell coupled with an oven and a gas/vacuum manifold, the latter represent the real technological challenge. According to
the literature, three possible implementations have been attempted to solve this problem: i) the mechanical rotation of the sample in pellet form; ii) the displacement of the measurement spot over the sample; and iii) the exploitation of fluidized bed conditions over powder samples. Because of the blocked construction of the available Raman instrumentation, the second possibility has been immediately neglected. Comparing the remaining two, the mechanical implementation is preferable because technically easier and suitable for every kind of controlled atmosphere, whereas the fluidized bed solution can work only in flow conditions in combination with special devices producing the fluidization. However the sealing drawback becomes limiting for the former, since the driving elements for the sample holder require a connection with the external environment, thus a possible leaking point. The solution to this problem was found by implementing a contactless transmission of the mechanical force: as in a common magnetic stirrer, a rotary movement of the sample holder induced by a rotating magnetic field. The sample holder is the core of the setup, as it contains a permanent magnet which is forced to align to the applied field, thus producing the sample movement. In this way all the mechanical components are placed outside the controlled atmosphere region, which can be now completely separated from the external environment.

At the present implementation the sample holder is realized by a stainless steel hollow cylinder of 6 mm diameter and ~5 mm height. The magnetic element is an AlNiCo-5 cylindrical bar, mounted along the stainless steel cylinder through two holes drilled in its walls: the choice of this magnetic alloy is due to its high Curie temperature (above 800 °C, allowing to perform high temperature activation treatment without losing the magnetization) and to its reasonable magnetic coercivity (about 50 kA m\(^{-1}\)). By comparison, a neodymium based magnet can reach 15-20 times higher coercivity values, but it will never be suitable for high temperature applications because of the lower
Curie point (300 °C). On the upper part of the stainless cylinder, a square gold envelop of about 6 mm side is mounted: the envelop is blocked to the cylinder by a gold strip and it is intended to host the sample in form of self-supported pellet. The sample is kept in place by four foldable winglets integrated within the gold envelope. Being the sample integrated in the sample holder, the former rotates together with the latter as the external field is applied. Thanks to its small dimensions, the sample holder can be introduced in different types of cells, however a specific design was developed: the cell and the sample holder are shown in Figure 2.6.

The cell is actually simple and it can be described as two different blocks: the “body” (containing the optical part) and the “head” (allowing the connection of the cell to a gas manifold. Starting from the description of the body, the
optical part is constituted by a standard 10 mm cuvette of Suprasil quartz, in order to guarantee a good transparency and the absence of fluorescent emission also in the UV spectral region. Such cuvette is welded to a cylindrical tube, realized in quartz glass and thus intended to resist the high temperature the sample should reach during activation. The body is connected to the head through a glass-flanges system, sealed by a Viton O-ring and mechanically kept in place by a clamp. Dismounting the clamp, the cell can be divided in the two parts allowing the introduction of the sample, as well as an accurate cleaning of the device. The head part is terminated by a PTFE tap, separating the glass-flange from a Rotulex type, grease-free connection. The use of a completely grease free setup is of great importance with regard to zeolite samples: zeolites are exceptional adsorbents, so that any possible contaminant coming from the setup should be avoided (specially hydrocarbons as it will be shown in the next chapters). The possible sources of contamination have been reduced to the minimum extent building up a dedicated gas/vacuum manifold as presented in Figure 2.7. The leitmotiv of the construction has been to completely avoid any type of vacuum grease, using instead glass-flange or Rotulex for connections and PTFE-only taps. Also metal parts have been reduced to the minimum extent, preferring the use of glass whenever possible. To further reduce the risk of external contaminations, the volume of the manifold was reduced as much as possible, also facilitating the cleaning of the entire line if necessary. Additionally the whole glass body of the manifold is constantly kept at 150°C to reduce the adsorption of pollutants on the line walls. Finally the vacuum is produced by a turbo pump coupled with a membrane pump, so again not needing any oil or lubricant in the vacuum part.

Upon the construction of the setup, a careful testing of its real functioning has been performed. Among the various test-cases analyzed, the most significant two will be reported here: the characterization of molybdenum
Molybdenum sulfide was chosen as test-case because of its well defined Raman fingerprints: the $A_{1g}$ and the $E_{2g}^1$ vibrational modes give rise to the characteristic doublet of bands observed around 400 cm$^{-1}$. These signal are sensitive to the material properties and the maxima positions of the two modes have been univocally related to the number of layers constituting the MoS$_2$ crystal.$^{9,11,12}$ Furthermore the strong effect of the temperature on the peaks positions has been quantitatively proven.$^{13,14}$ Molybdenum sulfide is then an optimal system to verify the reliability of the new rotating sample setup, since local heating due to the laser should be avoided. The results reported in Figure 2.8 support this statement.
Figure 2.8 Bulk molybdenum sulfide analyzed by Raman spectroscopy while rotating (red lines) or not (black lines) the sample while exploiting full excitation power. Excitation wavelengths: a) 514.5 nm; and b) 442 nm.

The experiment was conducted on a bulk MoS$_2$ pellet (Fluka): a single spectrum, performed exploiting the maximum laser power, was collected on the sample while rotating or kept in static position. Each collection required $\sim$30 s of exposure to be completed. Two different excitation laser were used, with $\lambda = 514.5$ nm (Ar$^+$ laser) and $\lambda = 442$ nm (He-Cd laser), to verify the different behaviors upon the change of wavelength. In the case of 514.5 nm excitation, the collection performed with the sample under rotation gave a spectrum completely in line with the one expected for a bulk MoS$_2$ at room temperature, showing the $A_{1g}$ and the $E_{1g}$ peaks maxima at 407 cm$^{-1}$ and 382 cm$^{-1}$. Performing the measurement on the static sample, a red-shift of about 5 cm$^{-1}$ is observed: according to the model of Najmaei and coworkers, such displacement can be ascribed to a local heating induced by the laser of the order of 300 $^\circ$C. Even more impressive are the outcomes of the measurement performed with the 442 nm laser: in this case, the suspension of the rotation allows the promotion of a chemical reaction between MoS$_2$ and atmospheric oxygen to give a molybdenum (VI) oxide (MoO$_3$) phase, as testified by the growth of its characteristic signals: the intense and sharp bands at 990 cm$^{-1}$ and 820 cm$^{-1}$, related to $\nu$(Mo=O) and $\nu$(Mo-O-Mo) stretching modes respectively, are the classical fingerprints for the formation of an oxidic Mo phase.
The second example demonstrating the importance (and the reliability) of the sample rotation is presented in Figure 2.9: the study of methanol adsorbed on an acid zeolite (in the example a H-ZSM-5, provided by Süd Chemie, Si/Al = 45). This test case is relevant in the framework of this thesis, since the capability to perform methanol adsorption on zeolites without observing laser induced decomposition represents the starting point for the study of the Methanol-To-Hydrocarbons process (MTH) by Raman spectroscopy. Since the reaction is expected to produce highly fluorescent deactivation products, the use of UV-Raman is compulsory, thus also the preliminary tests were performed exploiting such configuration. In detail, a frequency doubled Ar+ laser emitting at 244 nm was the excitation source for the experiment.

![Figure 2.9](image)

**Figure 2.9** UV-Raman ($\lambda$ =244 nm) of methanol adsorbed on an activated H-ZSM-5 measured: a) with static sample; b) rotating the sample. The accumulation time for each spectrum in panel b) is 10 times longer than for spectra in panel a). Spectra in panel b) have been vertically shifted for sake of clarity.

The experiment was conducted by activating the zeolite (evacuation at 500 °C for 60 min, followed by further 60 min under 100 mbar of pure O₂) and then contacting it with the vapor pressure of methanol (about 130 mbar at room temperature). As the sample was measured in static conditions the signal of methanol progressively decreased along consecutive spectra (accumulation
time ~90 s each), while a new feature grown at 1600 cm$^{-1}$: the latter is the classical fingerprint of carbonaceous species, indeed ascribable to the methanol decomposition induced by the UV laser. Conversely the rotation is effective in preventing such kind of damage: the spectra shown in Figure 2.9b testify the stability of the adsorbed methanol over a time lapse much longer (about 18 min per spectrum) than the one explored in Figure 2.9a.

The presented setup represents the first working prototype of a new cell for applications in Raman spectroscopy. However its possibilities are still limited with respect to some of the solutions shown in the literature$^{3,6,8}$ in particular the measurements can be conducted only at room temperature and in batch/vacuum conditions, limiting its field of applicability. The cell was then further developed following two separate paths: i) the construction of an *in situ* heating system which can be lodged inside the instrument while measuring; and ii) the realization of a new cell for flow experiments, including its specific heating system. The two setups are displayed in Figure 2.10.

*Figure 2.10* In the a) part, the *in situ* heated setup. In the b) part, the flow cell setup with its heating system. In both cases, the top insulation was removed to show the design of devices.
These last developments open to the possibility to perform more complex studies by Raman spectroscopy: they were in particular exploited in the study of the MTH reaction as it will be shown in Chapter 3. However, also for simpler and/or routine experiments sample rotation is now always exploited, guaranteeing the reliability of the Raman results while reducing the time cost to obtain them. Because of the promising results obtained through the setup and taking into account its relatively low cost, a patent request was presented to the Italian Patent Office.\textsuperscript{16} At present time, the request is under review and its international extension is under evaluation.
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Chapter 3

Conversion of methanol over acid zeolites: deactivation paths of the Methanol To Hydrocarbons reaction

The increasingly request of renewable energy sources is one of the most serious challenges humanity should face in the next decades: in particular, new ways toward liquid hydrocarbon production have to be found, since these represents the most versatile/easily transportable energy sources available nowadays. Furthermore, simple hydrocarbons (such as low olefins) represent some of the most demanded chemical goods, being the fundamental building blocks for a variety of chemical processes. A possible preparation route for hydrocarbon (and in particular light olefins) from potentially renewable sources is represented by the Methanol To Hydrocarbons (MTH) process: methanol is converted at relatively high temperatures (usually in the 300-500 °C range) on an acid heterogeneous catalyst (a zeolite in its protonic form) yielding mainly hydrocarbons in the C₁-C₁₁ composition range. Zeolites are really convenient catalysts in this reaction because of their intrinsic shape selectivity and optimal acidity: playing on the type of porosity, morphology and the strength of acid sites the MTH reaction can be finely tuned toward the production of the desired chemicals. Apart from these positive features, zeolites can be regarded simultaneously as the bottleneck for a wide implementation of such process and, again, their exceptional shape selectivity is the main reason: if bulk species are produced in the zeolite pores/channels, their diffusion outside the porous system can be extremely difficult or even impossible by steric hindrance (the so called “ship-in-a-bottle” effect). Another drawback related to the porosity is the external blocking of pores due to accumulation of bulk molecules on the outer surface of the zeolite particle. The combination of
these processes, generally referred as coking, is the typical deactivation path for zeolite catalysts in the MTH reaction. The extent of the coke formation is regulated by several factors, being the most important among them: i) the diffusive properties of the catalyst, strictly related to the topology of the zeolitic framework and to the morphology of the particles;\textsuperscript{9,11,18–21} ii) the density of active sites, related to aluminum content of the zeolite;\textsuperscript{22–24} iii) the strength of the acid sites;\textsuperscript{7,10,25} and iv) the reaction conditions (temperature, pressure, reactant supply).\textsuperscript{26,27} Without entering in deep details for each point, it is clear that coking in MTH catalysts is a complex topic driven by many variables, which effects should be considered separately in order to univocally understand the deactivation process.

Traditionally the study of deactivation of zeolites in the MTH process is based on the \textit{a posteriori} study of the coke: parameters such as coke amount, composition and location with respect to the catalyst are the most relevant in this kind of approach. Usually a combination of techniques is requested to obtain a complete picture on the nature of coke: thermogravimetry can easily give the total amount of coke, volumetry could be helpful in locating the coke formation, coke dissolution followed by GC analysis will give a compositional picture of the lightest fractions, \textit{etc}. A rich example of this kind of analysis is represented by the submitted paper attached to this thesis as Appendix C. An alternative pathway, which application is still limited with respect to the previous, is represented by the spectroscopic characterization of coke; though this kind of approach is generally more complex than the previous, it also owns a number of advantages: it is not destructive, depending on the selected technique a different piece of information can be obtained, with proper experimental design it can be applied directly \textit{in situ} thus giving a more realistic picture. In this panorama, Raman spectroscopy is an excellent tool for the characterization of deactivation products of MTH, exploiting its positive features toward the characterization of carbonaceous materials.\textsuperscript{28,29} However
the application of Raman is somehow limited by the presence of fluorescent compounds found as common components of the molecular fraction of coke: this fact immediately excludes the possibility to characterize a coked zeolite by conventional visible Raman. As already commented in Chapter 1, the most suitable solution to this drawback is to exploit UV-Raman (since most of the molecules are not emissive in this spectral region): this is one of the most effective approaches, as also testified by the (few) pioneering studies of MTH reaction by Raman.\textsuperscript{30–32}

Being the MTH a complex process, before to begin the study of the reaction, a set of data was collected on its separated actors, in detail: i) a set of supposed deactivation products, belonging to the class of Polycyclic Aromatic Hydrocarbons (PAHs), was characterized with the aim to measure them in conditions similar to ones experienced by a real coke species; ii) the activation procedure of the catalyst (specifically H-ZSM-5) was deeply investigated, since a complete depletion of pre-existing coke-like species is needed in order to properly characterize the reaction coke.

3.1 Experimental

As introduced in Chapter 1, the study of zeolites is strongly affected by the emission signals of adsorbed species. These contributions turn to be dominant in the case of acid zeolites, since their superior capability to interact with hydrocarbons. Furthermore, upon reaction with methanol, many strongly fluorescent species are formed: as an example PAHs (which are the main components of molecular-type coke) exhibit peculiar emission feature, in fact they are exploited as reference compounds in fluorescence spectroscopy. Thereby the collection of Raman is complex in such samples: the most suitable solution is to “move out” of the typical emission region (i.e. the visible), e.g. by exploiting UV excitation sources. NIR excitation was exploited only within preliminarly studies: even if fluorescence can be (often) avoided, only
concentrated species can be effectively analyzed (see e.g. the application on pure PAHs reported in the paper attached as Appendix A to this thesis), since it doesn’t allow to exploit resonance conditions. Because of this, all the Raman reported in this chapter were collected with an UV-Raman setup. In detail, measurements were collected with a Renishaw inVia Raman Microscope spectrometer, equipped with 3600 line/mm grating and UV enhanced CCD detector. The excitation source was a Coherent MotoFred 300C frequency doubled Ar⁺ laser, emitting at 244 nm. This wavelength, falling in the mid-UV, is sufficiently far from the typical emission region for most materials and molecules, indeed suitable for a Raman investigation on highly fluorescent samples.

A critical point in the data analysis from this study is represented by the correct evaluation of intensities: since the refractive index of the optics is a function of the wavelength, the focal point of the lenses for visible light (used for focusing) and the UV light (exploited in the measurements) is completely different. This means that a certain vertical displacement must be imposed to the sample in order to obtain the correct magnification. This displacement has to be optimized on the basis of the UV-Raman signal, in order to find out the best working conditions: such procedure is rather easy in the case of a “static” sample, whereas it turns to be challenging in the case of a sample in movement. Furthermore, even if the position has been originally optimized, because of the continuous variation of the sample position under the beam it is possible that the focus position is lost along the measurement time. This means that, in principle, the focusing procedure should be repeated quite often. This is not possible every time, especially when monitoring in situ a process, as the time lost for improving the focusing could lead to miss important events of the system evolution. A quick and dirty solution to this problem, suitable until reasonable signal-to-noise ratios can be achieved, is represented by spectra normalization. Basically two types of approaches were
adopted in the following: i) a signal, expected to be constant in intensity along the experiment, is chosen as reference; ii) the spectrum is normalized to the most intense band of the spectrum. The former strategy was followed in the case of “clean” samples, where the zeolite features are clearly visible: in particular, the 800 cm$^{-1}$ band (assigned to framework Si-O-Si symmetric stretching modes) was exploited as internal reference. In this way, the change in intensity of independent signals (e.g. adsorbed species) keeps absolute value, indeed can be related to their concentration. The latter method was instead compulsory in the case of coked materials: since the first coke species are formed, the signals from the zeolitic framework are overridden, thus impeding the previous normalization strategy. Normalizing to the most intense signal the spectral comparison remains possible in terms of relative intensities, whereas the absolute quantitative information is unluckily lost. An alternative way to solve the normalization problem is the mixing of a known amount of an external component to the sample: if the mixture is sufficiently homogeneous, the Raman signals of this reference material can be exploited for the normalization. The difficult point is the selection of the right reference: such material should present an intense (and simple) Raman spectrum, it must be chemically inert with respect to both the sample and the surrounding chemical environment. The optimal choice for UV-Raman is diamond but, for obvious reasons, this is not routinely suitable. Other materials (e.g. silicon) have been tested without bringing to satisfactory results.

3.2 PAHs as coke references for the MTH reaction

Polycyclic aromatic hydrocarbons (PAHs) are a class of molecules mostly originating from the incomplete combustion of organic matter at high temperature, usually regarded as dangerous pollutant because of their mutagenic/carcinogenic activity and their environmental persistence. Concerning heterogeneous catalysis, PAHs originate as byproducts of
petrochemical processes (e.g. MTH), where they lead to a progressive reduction of the catalytic activity: i) by accumulation in the porous system of the zeolite catalyst (indeed lowering the accessibility of active sites to fresh reactants); and ii) being the building blocks for the growth of extended coke species (i.e. carbon). The role of such molecules as deactivating agents was first inferred through chromatographic methods: according to the well established Guisnet method, the zeolitic framework is first dissolved in hydrofluoric acid, then the dichloromethane soluble residuals are characterized by GC.

Raman spectroscopy is an optimal alternative tool for PAHs characterization, since these molecules show peculiar vibrational spectra allowing discriminating each other. Furthermore Raman is a non-destructive technique: coked samples can be characterized “as they are”, without the needing of any sample pretreatment. In this regard, Raman can be efficiently applied also in situ. Because of their strong fluorescence, UV-Raman (or alternatively IR-Raman) is strictly required in PAHs characterization. UV-Raman in particular is convenient, as the electronic transitions of these molecules fall in the 200-400 nm range and resonance conditions can be thus achieved: indeed the sensitivity of Raman spectroscopy toward PAHs increases by orders of magnitude. This means that even in a real catalytic system, where the coke species are highly dispersed (i.e. diluted) in the zeolite porous system, PAHs can be characterized exploiting the resonant enhancement. Beside the resonance, the probable photochemical damage of the sample promoted by the intense UV radiation has to be avoided: the tools presented in Chapter 2 find in this type of study an optimal benchmarking opportunity.

According to the dissolution/GC experiment run over several catalysts, the presence of relatively small PAHs (which sizes are in the order of the zeolite channels/cavities ones) as deactivation products is expected. The same studies also showed as deactivation PAHs are often methylated
molecules, as well as the presence of saturated bonds can be find occasionally breaking their aromatic structure: according to this variability, a construction of a complete database of reference molecules requires to take into account hundreds of different species. To limit the (huge) number of possible reference samples, only the progenitor of each PAH (i.e. the fully aromatic, unsubstituted molecule) was considered as reference for its whole set of possible variations. The structures of the selected molecules are reported in Figure 3.1.
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**Figure 3.1** Structures of benzene A; naphthalene B; anthracene C; phenanthrene D; pyrene E; triphenylene F; and coronene G.

This is in principle a strong assumption: in order to verify its robustness, the Raman spectra of some differently methylated naphthalenes were simulated by DFT methods. In detail, the spectra were calculated exploiting the Gaussian 09 (D1 revision) code at the B3LYP level, with an Ahlrichs TZV2P as basis set. Dispersive forces were empirically included through the Grimme D3 scheme. All the molecules were geometry relaxed and then frequencies calculations were performed. Raman intensities were computed through a static CPHF scheme as implemented in the code. Resonant Raman spectra were instead simulated through dynamic CPHF: this kind of approach is not the most correct in simulating Resonant Raman, being a vibronic one (i.e. based on Frank-Condon and/or Herzberg-Teller theories)
the better way to describe such process. However, taking into account the effect of a given electric field \((i.e.\) an excitation wavelength), the variation in the polarization of the analyzed molecules (selected on the basis of the results from methylation of naphthalene over H-ZSM-5)\(^{36}\) can be evaluated in a more realistic way. The results of both the approaches are reported in Figure 3.2.

**Figure 3.2** Calculated Raman spectra of bare naphthalene (N), 1-methyl-naphthalene (1-MN), 2-methyl-naphthalene (2-MN), 2,6-dimethyl-naphthalene (2,6-DN) and 2,7-dimethyl-naphthalene (2,7-DN) according to a) static CPHF and b) dynamic CPHF simulating 244 nm excitation approaches. The experimental spectrum \((\lambda = 244\ nm)\) of naphthalene \((N)\) is reported for comparison. The spectra are normalized to the maximum intensity peak.

As demonstrated in both panels of Figure 3.2, a good agreement in terms of frequency is observed for the experimental and calculated spectra of bare naphthalene, testifying the reliability of the computational approach. However, a mismatch in relative intensities is achieved with static CPHF approach,\(^{37}\) as this is representative for totally out-of-resonance conditions only; the dynamic CPHF approach, even being a rough approximation to the description of Raman resonance, is able to give a more realistic result as demonstrated in
Figure 3.2b. Considering now the effect of methylation of naphthalene, simulation demonstrates as the high frequency region (1600-1400 cm\(^{-1}\)) is almost unaffected by the insertion of methyl groups in terms of peaks shift. Some variations in the relative intensities of these peaks are observed, however never resulting in a complete quench of the most intense modes. Conversely most of the spectral alterations are seen in the low frequency region (below 1300 cm\(^{-1}\)), where each molecule exhibits its vibrational fingerprints as a consequence of the different methylation. Thus the assumption performed on the reference samples selection is demonstrated to be reliable, since methylation effect is in first approximation nil on the main skeletal modes of PAHs (both in terms of frequency and relative intensities).

Since the previous computational data testified the reliability of the proposed compounds in getting insights on the molecular nature of coke, the PAHs reported in were exploited as references in a set of progressive increasingly complexity: only the most important results, as needed for the following discussion on the MTH process studies, are reported here. For further details, the complete set of data is published as a research paper, attached to this thesis as Appendix A. The most significant result of this research work is represented by the characterization of PAHs dispersed from vapor phase (with the exception of triphenylene and coronene, because of their too small sublimation extent, which have been characterized only as pure solids or in solution) on some selected supports mimicking the catalyst in MTH reaction: silica (Aerosil 300), Silicalite-1 (MFI zeolite with Si/Al = \(\infty\)) and activated carbon. The first two materials were chosen in order to verify the possible effect of microporosity, being their chemical nature (i.e. silicates) fixed. Pure siliceous materials were preferred to more realistic Al containing ones, since the presence of acid sites could in principle catalyze undesired reactions, making impossible the correct characterization of the bare PAHs. Activated carbon was instead included to simulate a heavy coverage of coke, a
challenging situation under the spectroscopic point of view accounting for the high absorption of the support. The results are outlined in Figure 3.3.
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The spectra of PAHs were easily obtained on Aerosil 300 and Silicalite-1, being the resonance sufficiently strong to make their Raman signal much bigger than the supports ones. Also on activated carbon the results are completely satisfactory: the main features of each PAHs are clearly distinguishable, even on top of the intense G band of the carbonaceous support. A further interesting feature is related to the peak position according to the different supports: the maxima frequencies are in fact almost constant in the solution, Aerosil 300 and Silicalite-1 data, whereas an average red-shift of 4 cm⁻¹ is measured on the main peaks of PAHs supported on carbon. This shift is
probably due to the better interaction PAHs can establish with the structurally similar carbon. Interestingly the signals are instead unperturbed by the microporosity of Silicalite-1: most probably the molecules were unable to diffuse in the porous channel at the experimental conditions, since confinement effects (i.e. peaks shifts) are expected from the literature.\textsuperscript{38}

The last set of data represent the state-of-art reference for interpreting the formation of molecular coke in MTH process: previous studies only involved the pure molecules or their solutions.\textsuperscript{31,34,39} Such approach further allowed to carefully benchmark the potentialities of the newly developed setup presented in Chapter 2: the possibility to measure these photosensitive molecules in a reliable way demonstrates the strength of the device, opening not only to the study of deactivation products in MTH but, in a more general way, to an overall improvement of the applicability of Raman spectroscopy.

### 3.3 Study on the catalyst activation procedure: the case of ZSM-5

Before entering the study of the MTH process, another important step is the understanding of the correct catalyst preparation, \textit{i.e.} its activation. Industrially this phase is often regarded a secondary importance stage (seen a simple impurities “burn out”), however it is of outmost importance to consider it for fundamental purposes: in fact the presence of preexisting carbon residual can lead to an improper interpretation of data collected during the first steps of MTH, maybe also influencing the reactivity itself. Indeed, a careful characterization on the samples activation has been conducted. As already introduced in Chapter 1, establishing a treatment protocol for zeolites activation is not a straightforward task: summarizing, the diffusion limitation due to the microporosity and the possible undesired side reactions occurring during the process are the main reasons for the failure of samples pretreatment.
The preliminary study presented in the following can be conceptually articulated in three phases: i) the *ex situ* characterization of activation with a vacuum/static gas atmosphere approach; ii) the *in situ* characterization of activation with a vacuum/static gas atmosphere approach; iii) the *in situ* characterization of an industrial-like activation treatment (*i.e.* in gas flow conditions). In order to systematically verify the real efficiency of each approach and to make proper comparisons among them, all the experiments were conducted on the same material: a commercial H-ZSM-5 with Si/Al = 12. This sample was selected according to its low Si/Al ratio, since the large number of active sites is expected to make its complete activation a challenging task. Furthermore this feature can also represent a practical advantage in the study of the proper MTH process: ZSM-5 samples with low Si/Al ratios showed faster reaction kinetics, thus allowing to follow the key stages of the reaction in a reasonable time framework.

Moving to the first point, the goal of this phase was to perform several activation tests, systematically checking the effect of each introduced variation on the final Raman outcome. The optimized activation strategy, giving the better results, will be described here. The proper “in cell” activation was preceded by a pre-calcination step: this had the double function to convert the zeolite from the ammonic (as it is commercialized) to the protonic form and to act as a preliminary cleaning stage (where most of the organic residuals are eliminated). The calcination was performed in static air at 550 °C for 5 h, reaching the final temperature with a 5 °C/min ramp in order to guarantee a sufficiently slow desorption of guest molecules and combustion products. Together with the sample, all the thermally resistant components of the setup in close contact with it (*i.e.* the sample holder, the glass parts of the cell and the cell-vacuum line connectors) were calcined as well. The sample was mounted on the sample holder before calcination (in order to reduce the post-calcination handling time) and the latter was inserted and sealed in the glass
cell after the calcination when all the parts were still quite warm (about 150 °C). All these precautions, reducing the possibility of sample recontamination, allow starting the proper activation in a very clean state. After these initial operations, the real activation treatments were performed: the sample was initially outgassed at RT for few minutes in order to remove air. A heating ramp (5 °C/min) under dynamic vacuum was followed up to 150 °C. After this temperature was reached, it was kept constant for 30 min, still under dynamic vacuum: this stage is intended to remove the larger amount of water possible without reaching temperatures where the acid zeolite can catalyze undesired side reactions. After the outgassing, 100 mbar of O₂ were introduced in the cell and a new ramp (again with a 5 °C/min heating rate) brought the sample/cell to 550 °C. At this temperature, the O₂ was refreshed with a new dose and then left in contact for 1 h. The treatment is concluded by 30 min of outgassing at 550 °C (intended to remove all the combustion residuals) and then by the cooling back to RT. The schematic representation of the strategy, together with the corresponding UV-Raman spectrum, is reported in Figure 3.4.
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**Figure 3.4** a) Schematic representation of the activation procedure; and b) UV-Raman of the bare ZSM-5 (black line) and upon its activation (red line). The spectra have been normalized to the intensity of the 800 cm⁻¹ band.
The importance of the activation treatment is depicted in Figure 3.4b: the spectrum of ZSM-5 collected on the bare sample looks in fact more complex than expected. The presence of spurious signals can be generically attributed to adsorbed pollutants: a clear evidence of this is the complex band growing above 1600 cm\(^{-1}\), with a broad extension toward higher frequencies, testifying the existence of several organic moieties (in this region the C=C and C=O stretching modes are present). Other features originating from adsorbates are the broad signal with maximum around 1100 cm\(^{-1}\) (too intense to belong to a Si-O-Si stretching as expected for a silicate) and the sharper peak just above 500 cm\(^{-1}\). Upon activation, all these vibrations completely disappears, leaving intact the well documented Raman features of the ZSM-5: the spectrum shows the intense and sharp peak at about 380 cm\(^{-1}\), a peculiar fingerprint of ZSM-5 assigned to the 5-members rings typical of its structure, whereas the wide shoulder extending at higher frequencies is attributed to the vibrational modes involving the other ring structures (10-, 6- and 4- member rings). Concerning the Si-O-Si stretching regions, both the asymmetric (around 1200 cm\(^{-1}\)) and symmetric (800 cm\(^{-1}\)) modes are observed. Close to the latter band, instead, an undocumented feature is observed at 745 cm\(^{-1}\).

Interestingly, the careful ex situ study conducted with the main purpose to optimize the activation procedure revealed a new vibrational feature of the material, not observable in samples measure in air and indeed never commented in the literature. Because of the novelty of such outcome, a deeper investigation was conducted in order to clarify its origin. The complete study is attached as Appendix B, whereas its key steps are presented in the following. The first clue on the nature of the vibrational mode was its relation with the level of “cleanness” of the sample: since it could be observed only upon activation, it is possible to ascribe to a moiety easily affected by adsorption of molecules. The most probable site is thus the Brønsted proton. In order to demonstrate this guess, the first trial was to check if a quantitative
relation exists between the intensity of the 745 cm$^{-1}$ peak and the sample concentration of Brønsted sites (i.e. in first approximation to its Al content): a set of five H-ZSM-5, with Si/Al ratio ranging from 140 to 12, were investigated. Furthermore, since the Brønsted proton can be easily exchanged, it was intentionally replaced by some selected cations: sodium (from liquid phase ion-exchange procedure), ammonium (form gas phase treatment of the protonic zeolite) and deuterium (from vapor phase exchange with D$_2$O) ions were introduced. The structural change in the local environment of the Brønsted site resulting from these substitutions was exploited as a “probe” of the vibrational mode, allowing to make some preliminary hypothesis concerning about its origin. All the exchange experiment were performed on the lower Si/Al ZSM-5 sample, in order to exalt the effects of substitution. The set of results is summarized in Figure 3.5.
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**Figure 3.5** a) UV-Raman spectra of H-ZSM-5 with increasing Si/Al ratio (from red to brown); b) 745 cm$^{-1}$ band intensity vs the inverse of Si/Al ratio; c) H-ZSM-5 (Si/Al = 12, red line) exchanged by ammonium (green line), sodium (blue line) and (partially) by deuterium (orange line) ions. All the spectra have been normalized to the intensity of the 800 cm$^{-1}$ band.

Very interestingly the intensity of the band at 745 cm$^{-1}$ univocally correlates with the Al content (the larger this, the higher the intensity): further, as shown
in panel b of Figure 3.5, the intensity / Al-content relation is almost linear in the whole compositional range. This first insight demonstrates the relation between the 745 cm$^{-1}$ signal and the concentration of Al, however it does not shed light on the exact Al moiety (e.g. Brønsted proton or extraframework Al) giving rise to the vibration. The more sophisticated approach offered by the ion exchange experiments allowed to get further insights on the origin of the vibration: as the proton is replaced by the heavier Na$^+$ or is bound by NH$_3$ (thus forming NH$_4^+$) the band is completely eroded, in agreement with an assignment of the mode to the Brønsted moiety. Even more informative is the (partial) deuteration obtained with D$_2$O: as expected by the substitution of the proton with the heavier D$^+$, the 745 cm$^{-1}$ peak clearly exhibits a red-shifted shoulder, which maximum displacement is estimated to be around -20 cm$^{-1}$. Even if the exact assignment of the mode is arduous without the support of modeling, some preliminary considerations can be stated on the basis of the isotopic substitution results through a comparison with well-known systems and a simple prediction of the shift based on the harmonic approximation of the vibrational mode. Indeed, considering as a rough model the vibrational modes of isolated surface silanols on fumed silica, upon deuterium exchange the Si-OH stretching (i.e. the stretching of the Si-O bond, being the proton rigidly held by the oxygen atom) mode experimentally shows a similar shift (-13 cm$^{-1}$), while a Si-O-H bending is subjected to an approximately ten times larger displacement.$^{43}$ Even bigger red-shifts, about 1000 cm$^{-1}$, are expected for O-H stretchings. Such difference is ascribable to the different weight of the proton in the normal coordinate associated to these vibrations, much smaller in the Si-OH stretching case. Also the shift computed through the harmonic approximation (-17 cm$^{-1}$ upon deuteration) supports this assumption. This observation suggests that the 745 cm$^{-1}$ mode could be ascribed to Si-O-Al bridge stretching mode (also considering its energy, close to the one of Si-O-Si symmetric stretching vibrations). The motion of the proton is probably rigidly
driven by the displacement of oxygen, thus with a low contribution to the normal coordinate of the overall vibration in agreement with the experimental results.

As final check for the assignment, the response of the 745 cm\(^{-1}\) band to a reversible and to an irreversible modification of the Brønsted site was considered: the Temperature Programmed Desorption of ammonia (NH\(_3\)-TPD) and the progressive dealumination by steaming-like treatments were tested. Only the latter will be discussed here: the characterization of dealumination was chosen since the Al leaching in out of framework position can’t be re-incorporated in the framework, leading to a diminishing of the Brønsted sites concentration. This occurrence causes a permanent reduction of the catalytic performances in acid zeolites, thus its understanding is of outmost importance also regarding the practical/industrial applications of zeolites. In order to cause dealumination, a steaming-like treatment was adopted: after the activation, the sample was contacted with the vapor pressure of water (\(~30\) mbar at RT) and then heated in this wet environment up to the desired temperature. Since dealumination is expected to occur as side effect in petrochemical reaction (where water is often found as byproduct), two temperatures representative for the most relevant industrial processes were chosen: 350 °C and 450 °C. After 30 min of contact at the given temperature, the excess water was outgassed and the temperature rose up to 550 °C in order to re-activate the material. The results are reported in Figure 3.6.
The results of dealumination are clearly seen, as the reduced intensity of the 745 cm$^{-1}$ band demonstrates. As obviously expected, the higher the temperature, the larger the dealumination extent (the reduction of the framework Al is about -25% after dealumination at 450 °C). This last experiment also represent a proof-of-concepts toward one of the most relevant thematic in the acid zeolite field: dealumination is in fact the irreversible cause for total deactivation of zeolite catalysts, thus its study is of wide interest. The quantitative nature of the proposed UV-Raman approach can clearly depict the speciation of the Al sites in steamed zeolites whereas most of the techniques fail. By comparison, FTIR is not easily suitable for quantitative considerations on dealumination, since the typical fingerprints for this process fall in the 3800-3600 cm$^{-1}$ region: because of the strong scattering of zeolites in this wavenumbers range, the transmittance is usually poor (below 10%) and close to the detector saturation limit, thus limiting the quantitative meaning of the recorded intensities. Conversely by Raman, thanks to the low scattering power of silicates, the measure can give a more accurate
result, not biased by instrumental limits. Exploiting the calibration curve as reported in Figure 3.5, the Si/Al relative to framework Al upon dealumination treatments have been computed. Thus UV-Raman can be regarded as a potential analytic method for the quantitative speciation of Al in acid zeolites.

The natural evolution of this study has been the implementation of the \textit{in situ} setup, allowing to perform the measurement at a given temperature (\textit{i.e.} while activating the sample). Exploiting the new tool presented in Chapter 2, the activation procedure previously proposed was followed \textit{in situ}. A spectrum was collected at each important point of the activation (\textit{e.g.} vacuum/O\textsubscript{2} switch), as well as each 100 °C during the heating ramps. The findings of this first \textit{in situ} experiment are depicted in Figure 3.7.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure37.png}
\caption{a) Sequence of UV-Raman spectra collected during the activation of H-ZSM-5 (Si/Al = 12), from top: RT in vacuum; 150 °C in vacuum, 150 °C in O\textsubscript{2}; 250 °C in O\textsubscript{2}; 350 °C in O\textsubscript{2}; 450 °C in O\textsubscript{2}; 550 °C in O\textsubscript{2}; 550 °C in vacuum; RT in vacuum (after activation). b) Detail of the 745 cm\textsuperscript{-1} band. c) Schematic of the activation treatment: each node corresponds to the collection of a UV-Raman spectrum. All the spectra have been normalized to the intensity of the 800 cm\textsuperscript{-1} band.}
\end{figure}
The possibility to collect the spectra during the sample treatment allowed to get new interesting insight on the activation steps: first of all (since the sample is clean thanks to the pre-calcination step) also the mild outgassing at RT is sufficient to make free a fraction of Brønsted protons, as testified by the comparison of the 745 cm\(^{-1}\) peak. Later on, a progressive increase in the intensity of such band is observed up to 250°C, independently from the treatment atmosphere (vacuum or O\(_2\)). Above this temperature, a progressive reduction of the intensity at 745 cm\(^{-1}\) is recorded since the sample is kept under O\(_2\), whereas it readily turns to zero as pressure is reduced to conclude the high temperature step of the activation. The two regimes can be discussed separately: in the first case, the reduction is apparently nonsense, as the treatment condition should univocally promote the elimination of molecules interacting with the Brønsted site (i.e. leading to the suppression of the relative Raman feature). Then, since O\(_2\) pressure is present in the cell, a re-adsorption process is really unlike to occur. The reduction in intensity can be then ascribed to a material property: the proton mobility. From both experimental\(^{44}\) and computational\(^{45}\) literature, the transfer of Brønsted protons in H-ZSM-5 is likely to occur above 200 °C, where the energy barriers can be easily overcome. It is thus reasonable to infer that the proton mobility reduces the intensity of the 745 cm\(^{-1}\) band, through a mechanism based on thermal disorder. However a detailed study is required to completely understand this phenomenon. The complete disappearance of the peak in the last high temperature step (i.e. when O\(_2\) is outgassed) can be instead ascribed to a different phenomenon: looking at the 1700 - 1200 cm\(^{-1}\) region of the spectrum, a number of new bands has appeared. These signals are univocally ascribable to coke like species, thus testifying a rapid reactivity of the zeolite with some residual hydrocarbons. The most surprising observation following this interpretation (assuming it is correct) is the capability of the zeolite to adsorb hydrocarbons from the cold part of the cell (far at least 10 cm from the
sample) even if it is still at 550 °C and against a pressure gradient produced by the pump. This fact further highlights the challenge beyond the proper activation of zeolites: a confirmation arose from the last spectrum of the series (collected after cooling in vacuum), where the 745 cm\(^{-1}\) is observed but, due to the contamination produced by the high temperature vacuum step, its intensity is far lower than as measured at 250 °C in O\(_2\).

### 3.4 Preliminary study of the MTH reaction: from ex situ toward operando

As last section of this chapter, some preliminary results on the study of the MTH reaction will be given. In detail, the focus of Raman spectroscopy in this process is the characterization of deactivation products, as previously introduced. The same strategy adopted for the study of H-ZSM-5 activation was followed, following the reaction first ex situ (in batch conditions) and then in situ (both in batch and continuous flow conditions). Involving the study of a reaction, even more than in the case of activation the outcomes can be substantially different from a realistic situation because of the differences in the adopted conditions. This is very likely for batch experiments, where the exploitation of a static atmosphere rather than a flow is expected to produce significant differences in the final products (and deactivation species). In particular, the products are not continuously removed (as instead occurs in a flow reaction stream), thus the possibility to observe different deactivation paths (driven by the presence of products themself) is quite high. However the study in batch conditions (both ex or in situ) is of primary importance in the perspective of the setup development, as this type of approach is better suited for fundamental studies.

Moving to the results, the easiest approach is represented by the study of deactivated samples from catalytic tests with a completely ex situ method. Even if rather crude, this type of measurements allows to get a clear picture of
the heavier and/or trapped components of coke, whereas the most volatile ones are expected to be progressively depleted along the time as the spent catalysts is removed from the reactor. In detail, this type of study was devoted to investigate the effect of topology on the deactivation path for 5 different framework types: MFI (ZSM-5, Si/Al = 15), BEA (Beta, Si/Al = 17), MOR (Mordenite, Si/Al = 8), TON (ZSM-22, Si/Al = 47) and CHA (SAPO-34, (Al+P)/Si = 11). Each catalyst was analyzed after complete deactivation (i.e. after methanol conversion reached 0% on the catalytic test), as well as at intermediate deactivation extents. Part of the following data is included in the submitter paper attached as Appendix C. The related UV-Raman spectra are shown in Figure 3.8, together with the methanol conversion curves for each catalyst. As clearly depicted in Figure 3.8f, the lifetimes of the catalysts are substantially different. Since all the materials shows a similar density of acid sites (with the only exception of ZSM-22), this spread of values can be ascribed in first approximation to the different zeolites topologies: in particular, the main variables to be considered are the pore opening (usually measured in zeolites by the number of tetrahedra forming the pore window) and the dimensionality of the pores network (1-, 2- or 3-Dimensional). The easiest interpretation is that wider the pores facilitates the diffusion of reactants/products, thus increasing the catalyst lifetime. In the same way, the best transport properties, as allowed by a highly branched pore system (e.g. a 3D one), improve the catalyst endurance. Moving to the discussion of results, the considered catalysts belong to three different regimes: long lifetime (ZSM-5 and SAPO-34), medium lifetime (Beta) and short lifetime (ZSM-22 and Mordenite). The first class is represented by two catalysts with deep structural differences: in fact, ZSM-5 owns a 3D porous system formed by the intersection of straight and sinusoidal 10 members channel, whereas SAPO-34 is characterized by large cavities connected through 8 members windows in a 3D network.
The excellent lifetime for the former zeolite is easily explained on the only basis of its topology, since the combination of medium-opening pores and high dimensionality of the channels system leads to optimal transport properties. Less trivial is the discussion on the prolonged lifetime of SAPO-34, which is
expected to experience serious diffusion limitations in relation to its peculiar structure. The main reason for deactivation in this catalyst is the accumulation of bulk molecules in the cages, unable to diffuse and thus to be eliminated (the so called “ship in the bottle” effect). Conversely the formation of external coke is limited, indeed the deactivation occurs only as the bulk molecules are formed and accumulated after a quite long reaction time. The lifetimes of the other three catalysts are instead much shorter: in the case of Beta, despite the wide pores (12 member windows) and the 3D pore structure, the deactivation occurs relatively faster. This short lifetime is possibly related to the typical defective structure of Beta, constituted by the intergrowth of two polymorphs where stacking faults could act as diffusion barriers. Furthermore this specific Beta sample is characterized by a very small particle size, thus many acid sites are available on the outer surfaces, facilitating the formation of bulk coke indeed occluding the pores from the exterior. For the last two catalysts, the fast deactivation is mostly related to the poor diffusive properties according to their 1D pores network: in the case of ZSM-22, the diffusion limitation is worsened by the small opening of the pore mouths (8 members), whereas the Mordenite lifetime is further shortened by its very low Si/Al ratio. Moving to the discussion of the spectroscopic data, the sets of UV-Raman spectra collected for each sample are strongly connected to their topologies as well. ZSM-5 (Figure 3.8a) shows the presence of extended carbonaceous species at every Time On Stream (TOS), but the complex structure of the bands (with maxima, shoulders, etc) suggests the presence of molecular moieties. The initial stages of the catalyst lifetime (i.e. before the drop in the conversion) are characterized by a progressive increase of the amount of these molecular species, as testified by the growth of some sharp features on top of the smooth profile of bulk coke (i.e. D and G bands of carbon). Moving to higher TOS, the following trends of the Raman signals are observed: the shoulder at 1585 cm$^{-1}$ grows in intensity, whereas the intensity of the bands at 1710 cm$^{-1}$,
1390 cm\(^{-1}\) and 730 cm\(^{-1}\) is progressively reduced. Furthermore, the G band related to bulk carbonaceous species is visibly red-shifted as total deactivation is achieved. The band at 1585 cm\(^{-1}\) can be ascribed to the presence of biphenyl moieties, as also testified by secondary features as the small peaks at 1290 cm\(^{-1}\) and 1185 cm\(^{-1}\). The band at 1390 cm\(^{-1}\) could result from the combination of major features of naphthalene (1380 cm\(^{-1}\)) and anthracene (1400 cm\(^{-1}\)). The interpretation of the 730 cm\(^{-1}\) is not univocal, since the only reasonable molecule an intense mode close to this frequency is fluorene. However, its presence is hardly confirmable as all its main features fall below the G band, furthermore overlapping with the main biphenyl bands. Another possibility is to relate the peak to methylated moieties: as previously demonstrated (see Figure 3.2), methylation mostly determines such soft vibrational modes, constituting the fingerprints for methylated PAHs. Interestingly also a high frequency band is observed at 1710 cm\(^{-1}\), which intensity reduces increasing the reaction time: this mode can be related to a carbonyl stretching, thus inferring the presence of oxygenated compounds as reaction products. According to the increase of the PAHs signals in the early reaction stages, possibly some of the quite large PAHs observed are not deactivating species, whereas they are entering the hydrocarbon pool mechanism\(^4\) as reaction intermediates. The possibility to observe naphthalenes as active moieties was recently recognized on Chabazite catalysts at relatively high reaction temperatures (above 350 °C):\(^{27}\) since the catalytic test was performed at 400 °C, the active role of naphthalenes in the catalytic cycle can be inferred also for ZSM-5. A similar deactivation pattern arises from the UV-Raman study of the Beta catalyst (Figure 3.8b): in this case, the bulk carbonaceous species are prevailing on the molecular ones, however a sharp maximum can be observed at 1380 cm\(^{-1}\). This signal, assignable to naphthalene, shows a quite constant intensity along the reaction time: most probably the molecular coke is stuck in the zeolite channels as a consequence
of the formation of external carbonaceous bulk species, blocking the pores openings. Also in the case of Mordenite (Figure 3.8c) deactivation by extended carbonaceous species is observed: the main difference with respect to Beta is the presence of clear molecular coke fingerprints just at the very beginning of the reaction, whereas only the D and G bands of bulk carbon are measured after few minutes of reaction. Again, the main molecular species are naphtalenenes and anthracenes. A radically different situation is observed for ZSM-22 and SAPO-34: such catalysts, where diffusion limitations are more severe than in the previous cases, are characterized by an almost completely molecular type of deactivating species. In ZSM-22 (Figure 3.8d) the main contributions to the spectrum are ascribable to anthracene (main signal at 1400 cm\(^{-1}\), peak at 1630 cm\(^{-1}\)), biphenyl (peak at 1585 cm\(^{-1}\) and 1610 cm\(^{-1}\)) and fluorene (peaks at 1485 cm\(^{-1}\) and 1610 cm\(^{-1}\), in common with biphenyl). Possibly naphthalene (peak at 1630 cm\(^{-1}\), too intense to be only related to anthracene, and shoulder at 1380 cm\(^{-1}\)) can be present as well. The spectra are rather similar at each TOS, suggesting that deactivation occurs by molecules accumulations rather than through their transformation in unreactive species along the time. A remarkable presence of oxygenated compounds (carbonyls peak at 1710 cm\(^{-1}\)) is constantly detected as well. Finally SAPO-34 (Figure 3.8e) follows a peculiar deactivation path, mainly ascribable to molecules in principle described as reaction products. In fact the most peculiar feature is an intense peak with maximum at 1650 cm\(^{-1}\): the considerably high frequency of such signal, not compatible with the ones typical of condensed aromatics, allows to assign it to the presence of heavy olefins. Considering the low selectivity of such zeotype toward C\(_{5+}\) products, it is possible to infer that these products actually are produced in the large cavities of the CHA framework but, because of their large dynamic diameter (especially in the case of branched molecules) they are not able to diffuse out of the pores, behaving definitely as deactivating species. Other contributions
to the spectra clearly assignable are the peak at 1380 cm\(^{-1}\), ascribed to naphthalene, which also follows a clear trend diminishing as TOS increases: as previously inferred for ZSM-5, naphthalenes could enter the hydrocarbon pool as active species at the selected reaction temperature (400 °C), indeed being consumed progressively during the reaction.

The following step in the UV-Raman approach to the MTH reaction was the \textit{ex situ} study of a fully deactivated catalyst through a model reaction performed directly inside the Raman cell. With respect to the previous type of experiment, this way to proceed represents a step back concerning the reaction, since this was conducted in batch, \textit{i.e.} under model conditions. However, since direct control on the reaction can be exploited, a more detailed study on the role of each variable can be performed. Furthermore, by performing the reaction in batch the exposure of the sample to atmosphere is avoided, then the study of volatile/labile products is possible as well. The preliminary study involved the H-ZSM-5 catalyst, since this is the most important material under an applicative point of view. In order to perform the reaction, the sample was preliminary activated: as the treatment was concluded, instead of bringing the sample back to RT, the temperature was reduced to the desired reaction one (400 °C) while outgassing the sample. The temperature was allowed to stabilize for some minutes, than methanol was dosed (vapor pressure at RT, about 130 mbar) on the activated material, thus starting the reaction. The temperature was kept constant for 30 min after the methanol dosage: after this time lapse, the reaction was rapidly quenched and the sample was finally analyzed by UV-Raman. As last stage of the experiment, the spent catalyst was outgassed at RT for 30 min, in order to remove all the light reaction products and thus providing a detailed picture on the non-volatile coke fraction. The results of this model experiment are given in Figure 3.9.
The conversion of methanol to hydrocarbons occurred as the collected UV-Raman spectra demonstrate. After 30 min of reaction the spectrum is representative of a severely deactivated sample, with clear features from bulk carbon superimposed to sharp/molecular signals. Concerning the latter, the most evident is the narrow peak with maximum at 1380 cm$^{-1}$: as already commented for the ex situ experiment performed on materials from catalytic test, such band can be easily ascribed to the presence of naphthalenes. Interestingly the peak increases in relative intensity (with respect to the main features around 1600 cm$^{-1}$) upon outgassing: this behavior is of difficult rationalization, as outgassing should remove molecules i.e. reducing their signals intensities. Most probably lighter molecules (e.g. olefins and/or benzenes), whose Raman signals are weak with respect to naphthalenes (since measured in out of resonance conditions), are eliminated, indeed a larger portion of excitation photons can be efficiently scattered by the resonant naphthalenes. All the other spectral features remain unvaried upon outgassing thus relating them to heavy coke species (e.g. large PAHs,
extended carbon). Comparing the spectrum collected upon outgassing with the *ex situ* ones from the same material (see Figure 3.8a), the discrepancy of batch reactivity with respect to proper catalytic tests is observed: this mismatch is probably not involving the deactivation mechanism, since the UV-Raman spectra are rather similar among them. What is totally altered is the kinetic of the reaction: deactivation occurs at much higher rates in the batch reactor, probably as a consequence of the instantaneous dosage of a bulk amount of methanol on a tiny amount of sample. In this way, the reaction space velocity can be approximately considered infinite and after 30 min the sample exhibits the Raman spectrum of a catalyst working for 8-10 h in a standard catalytic test. However the quality of the data obtained, together with the strict control on the reaction variables, makes the *ex situ* batch experiment of fundamental interest.

A step forward in this respect was the *in situ* study of the initial stages of batch reactivity, *i.e.* characterizing the material at reaction conditions (400°C) at short times after the methanol dosage. This kind of experiment requires to achieve a sufficient time resolution, *i.e.* to reduce as much as possible the accumulation time of each spectrum. However the collection should allow to get data of sufficient quality (*i.e.* with reasonable signal-to-noise ratio), thereby useful in the understanding of the early stages of activity. Therefore Raman spectra were collected according to the following methodology: during the first 5 min of reaction Raman spectra were collected continuously (30 s each), then the acquisition time was increased to 5 min and spectra were collected repeatedly up to the desired reaction time. The preliminary results achieved upon this strategy are reproduced in Figure 3.10.
The early stages of deactivation showed a very fast evolution toward the final state as observed in the previous ex situ experiment: after 30 s from dosage, the main vibrational signals of coke as collected after 30 min are already recognized univocally. The main difference is represented by the higher intensity of the 1380 cm$^{-1}$ band and a weak but clear maximum around 1450 cm$^{-1}$: the former indicates that naphthalenes are readily formed upon these conditions, the latter instead can be related to methanol at the catalyst surface. Furthermore, following the time evolution of these peaks along the first 5 min of reaction, their intensity progressively decreases: the methanol feature is completely consumed in the first minute of reaction, whereas the one belonging to naphthalenes reaches a steady-state in 3-4 min. After this time, the UV-Raman spectra are almost unvaried along the following 25 min, testifying the complete deactivation of the catalyst occurred in a very short time in batch conditions. At late reaction stages some other spectral features, not recorded in the ex situ experiment, are observed: in particular a clear peak.

Figure 3.10 UV-Raman spectra of H-ZSM-5 reacting with methanol at 400°C: a) in the 0-5 min time lapse (time evolution from blue to red, 30 s accumulation for each spectrum); and b) in the 5-30 min time lapse (time evolution from red to black, 5 min accumulation for each spectrum). The first spectrum (bright red line) of panel b) represents the sum of the spectra of panel a). The spectra in panel b have been normalized to their most intense signal.
at 1185 cm\(^{-1}\) and a weak signal at 1275 cm\(^{-1}\) are present. The former can be related to the presence of phenanthrene, as the low frequency shoulder of the 1600 cm\(^{-1}\) peak also allows to infer. The assignment of the latter is less trivial also because of its low spectral quality: methylated benzenes (and especially highly methylated ones, e.g. owning 4 to 6 methyl groups) represent a possible set of candidates, which show their most intense vibrational features close to this frequency.\(^{46,47}\)

The final section of this chapter is devoted to measurements conducted in realistic conditions: reaction was performed in flow (rather than in batch), with continuous supply of methanol vapors through a stream of inert gas. In order to make a comparison with the ex situ experiment with samples from catalytic tests showed before, the same reaction parameters were adopted: methanol was dosed on the catalyst at 400°C (after activation in pure O\(_2\) at the same temperature) at a Weight Hourly Space Velocity (WHSV) of 2 g\(_{\text{methanol}}\) g\(_{\text{catalyst}}\)\(^{-1}\) h\(^{-1}\). Furthermore the reactivity was evaluated while exploiting two different reactor-cells: the flow setup developed during this thesis (simulating a fix-bed reactor and hereafter referred as spinning pellet cell, see Chapter 2) and the fluid-bed Linkam CCR1000, developed by dr. Beato,\(^{32}\) were compared. Both the cells (even if on the basis of different principles) are designed to perform in situ experiments preserving the sample from the laser beam damaging. For both the studies, a mass spectrometer (MS) was connected to the outlet of the cell, allowing the on-line analysis of reaction products. The following experiments are reasonably labeled as operando. As for the previous in situ approach, the incipient stages of reactivity were followed by “fast” spectra (30 s each, for the first 5 min), whereas the following hour of reaction was sampled with spectra every 5 min. The results are summarized in Figure 3.11. In both the reactors, as the conversion of methanol begins (set as “time 0” on the MS charts), a little delay (2-3 min) occurs before the selected products are detected. In the Raman spectra this trend is clearly observed:
Figure 3.11 UV-Raman spectra of H-ZSM-5 reacting with methanol at 400°C in *operando* conditions: in the spinning pellet flow cell a) in the 0-5 min time lapse (time evolution from blue to red, 30 s accumulation for each spectrum); and b) in the 5-30 min time lapse (time evolution from red to black, 5 min accumulation for each spectrum); and in the Linkam CCR1000 d) in the 0-5 min time lapse (time evolution from blue to red, 30 s accumulation for each spectrum); and e) in the 5-30 min time lapse (time evolution from red to black, 5 min accumulation for each spectrum). The ion currents measured for some selected reactants/products are reported for both c) the spinning pellet and f) Linkam CCR1000 cells. The spectra in panels b and e have been normalized to their most intense signal.

across the first 4-6 spectra a sudden growth of the usual features (*e.g.* maxima at 1600 cm\(^{-1}\) and 1400 cm\(^{-1}\)) is observed. This initial stage can be preliminary ascribed to the establishment of the hydrocarbon pool and, until a sufficient number of autocatalytic species is not formed, the proper MTH reaction cannot take place. For both the reactors the initial stages are
considerably similar, thus suggesting the mechanism (for the ZSM-5 catalyst) is actually independent from the reaction bed conditions at early reaction times. In the case of the fluidized bed, a slight difference is represented by the presence of the already commented feature with maximum close to $1450 \text{ cm}^{-1}$, ascribable to methanol, which can be probably observed at the earliest reaction stages as a consequence of the better catalyst-reactant contact achieved in these conditions. However, as the induction time is completed, the signal disappears, and thus the entire supplied methanol can react as the hydrocarbon pool is established. Concerning the spectra collected at later reaction time, the behavior of the catalyst is rather constant along the observes period: as also suggested by the plateaus in the ions signals detected by MS, the catalyst is probably working in steady state conditions, indeed the relative intensities of the various hydrocarbon species are not expected to be subjected to important variations (as actually observed). With respect to the \textit{in situ} batch approach, a major difference is the lesser formation of naphthalenes: the region just below $1400 \text{ cm}^{-1}$, even if the presence of sharp features can be inferred, does not show the clear maximum due to the bulk formation of these moieties. Two possible interpretations can be given: i) in the batch reaction, as an enormous amount of methanol is supplied almost instantaneously, the reaction kinetics are extremely fast, thus the UV-Raman spectra give the picture of a fast evolving system also reaching the end of its catalytic life; ii) in flow conditions, as (by)products can be in principle depleted from the catalyst by the reaction stream and, as only adsorbed species contribute to the Raman spectrum, cannot be detected with the same efficiency of batch conditions. Apart this mismatch, all the main features previously commented are encountered, also suggesting that the batch reaction actually follows the same path of the flow one.

As conclusive remark, ZSM-5 can be effectively characterized by UV-Raman in various reaction conditions: even if the univocal assignment of all
the spectral features is not straightforward, most of them (at least the principal ones) can be related to class of compounds of interest in the understanding of the MTH reaction and deactivation paths. UV-Raman, in more general terms, was found to be a relevant tool not only in the study of deactivation mechanism (occurring at long reaction times), but of initial stages (intended as the induction period/establishment of the hydrocarbon pool) as well. The natural continuation of this work will be to exploit operando conditions in a rational study of reaction variables (catalyst topology and morphology, temperature, acidity, etc), adding time by time a new sentence to the complex puzzle of MTH. As last step of this thesis work concerning MTH, the preliminary results from operando investigation on the five topologically different catalysts already treated in the ex situ study are reported. In order to give an overall picture of the outcome, the spectra collected (with both the spinning pellet and the Linkam CCR1000 cells) after 1 h of reaction are shown in Figure 3.12.

Figure 3.12 Comparison of the UV-Raman spectra of the five topologically different catalysts, collected with a) the spinning pellet cell; and b) with the Linkam CCR1000 cell after 1 h of reaction.
A detailed assignment of the spectral components will not be give here: anyway most of the features are coincident with those ones already commented for the ex situ experiments reported in Figure 3.8. At this preliminary stage, the comparison of the different catalytic bed conditions in determining the final type of coke is more interesting. Concerning the spinning pellet cell (simulating a fixed bed reactor), the spectra collected after 1 h of reaction are closely similar to the ex situ experiment ones (with the only exception for ZSM-22, probably due to experimental drawbacks). In the case of the Linkam CCR1000 fluid-bed reactor, instead, the coke is rather different: in particular, bulk species seem to be always present, also in the case of samples expected to give molecular type coke (i.e. SAPO-34). This peculiar behavior is unexpected: fluid-bed conditions should in fact improve the transport properties, i.e. facilitating the feeding of reactant and the elimination of (by)products. Assuming that bulk coke grows by condensation of byproducts, its formation should be unfavored in these conditions. This is still an open point: hopefully, upon the complete data analysis, an interpretation of this unexpected phenomenon could be give.
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Chapter 4

Titanium Silicalite-1: experimental approach

Titanium Silicalite-1 (TS-1), along its thirty-years old history, has been widely characterized by numerous experimental techniques. In the first, pioneering stages the researchers from EniChem demonstrated the introduction of the titanium atoms in the siliceous MFI framework of Silicalite-1 on the basis of three simple observations:

1. all the synthesized material, independently from their Ti loading, on the basis of diffraction experiments were isostructural with the purely siliceous Silicalite-1;
2. the cell volume derived from diffraction was increasing linearly as the Ti loading increased;
3. a characteristic infrared band, with maximum at 960 cm$^{-1}$, was observed in Ti substituted materials, with an intensity linearly increasing with the Ti loading.

These findings, together with the exceptional activity and selectivity in partial oxidation reaction toward numerous organic substrates in presence of aqueous hydrogen peroxide, brought in the 1983 to patent the synthesis of TS-1.\footnote{1}

Since these first discoveries, TS-1 was the object of several characterization studies which progressively enriched the knowledge on this material. Diffraction techniques provided data of increasing quality, improving both the instrumental potentialities and the ability in the sample handling.\footnote{2–4} The highest point achieved by diffraction techniques has been the attainment of the Ti distribution among the 12 possible sites of the MFI framework: these results were obtained by neutron diffraction, exploiting its superior contrast among Ti and Si atoms with respect to standard X-rays diffraction.\footnote{5,6}

Simultaneously, even larger developments arose from spectroscopic
approaches: FTIR,\textsuperscript{7–12} optical,\textsuperscript{8,12,13} X-rays adsorption and emission,\textsuperscript{8–10,14–17} and (of course) Raman\textsuperscript{7,18–22} spectroscopies were diffusely applied, giving rise to a constant enrichment in the understanding of TS-1 and its catalytic sites. It is really important to underline that most of these studies actually exploited the complementarity among the different spectroscopic techniques, allowing a better understanding of the system as observed from different points of view.

Even if TS-1 is probably one of the better characterized heterogeneous catalysts, in the recent years some new question “re-ignited” the debate on this material. In detail, the interest of the scientific community moved toward the characterization of defective Ti sites in TS-1: in the past defective materials (even if already documented)\textsuperscript{13,23} were disregarded because: i) the definition of the defects structures is not straightforward; and ii) the presence of defects was expected to have a negative effect on the catalytic performances. Nowadays the exact structures are still unknown, but some insights have been obtained: the defects surely own a higher coordination with respect to the perfect framework Ti (\textit{e.g.} penta- or octa-hedral) and maybe they are no longer single Ti site (\textit{e.g.} Ti-O-Ti chains, titania nanoclusters, etc).\textsuperscript{13,23–26} Concerning the effects on the reactivity, in some cases defects have been confirmed to produced a negative or nil effect on the catalytic performances,\textsuperscript{27,28} but also an ameliorative contribution has been reported for some specific Ti species.\textsuperscript{26}

The experimental results reported in this Chapter are the results of an active collaboration with Evonik Industries AG on the open questions of TS-1 defectivity, aiming to develop a method to qualitatively and quantitatively depict the Ti speciation. The possibility to completely characterize a wide variety of TS-1 materials allowed to increase the fundamental understanding on the various Ti sites. In combination with a parallel computational approach (see Chapter 5), this study helped giving a precise definition of the structure and the related properties of some specific defects.
4.1 Experimental

A spectroscopic method for the evaluation of the nature of the Ti sites was developed, based on Diffuse Reflectance (DR) UV-Vis spectroscopy, Raman spectroscopy (exploiting multiple excitation laser lines) and FTIR (both in transmission and ATR modes). A set of three representative samples was selected: some of their main features are reported in Table 4.1.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>TiO₂ wt% (ICP)</th>
<th>Surface area (m²g⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS-1A</td>
<td>2.44</td>
<td>479</td>
</tr>
<tr>
<td>TS-1B</td>
<td>2.89</td>
<td>512</td>
</tr>
<tr>
<td>TS-1C</td>
<td>4.33</td>
<td>481</td>
</tr>
</tbody>
</table>

Three different materials have been provided by Evonik Industries AG, showing different Ti loadings and speciation as it will be discussed in the following. However the quite similar values of surface areas point to the macroscopical homogeneity of the samples. DR-UV-Vis spectra were collected on a Varian Cary5000 spectrophotometer, equipped with a diffuse reflectance sphere. The samples were measured in a home-made quartz cell, allowing to perform thermal and/or vacuum treatments. All the materials in their bare form were characterized first in air, then upon the following activation treatments: i) outgassing at RT for 1 h (p ~ 10⁻¹ mbar); ii) outgassing at high temperature under high vacuum (< 10⁻³ mbar), reaching the final temperature (500 °C) with a ramp of 5 °C/min; the final temperature was kept for 1 h. The same fractions of sample measured in activated form by DR-UV-Vis were exploited in the ATR-FTIR measurements as well: these were performed on a Bruker Alpha instrument, equipped with DTGS detector and single reflection.
diamond ATR accessory. The re-exposure of the samples to atmosphere was avoided as the instrument is placed in a N₂ filled glove-box, preserving them in their activated form during the measurement. The ATR-FTIR spectra were collected with a resolution of 2 cm⁻¹, accumulating 32 scans. The Raman spectra were collected in air by exploiting three different excitation lines: 1064 nm (Bruker, solid state laser), 266 nm (CryLas FQSS266-Q2, solid state laser) and 244 nm (Coherent MotoFred 300C, frequency doubled Ar⁺ laser). Each laser is coupled with a different instrument: 1064 nm spectra were collected on a Bruker RFS100 Fourier-transformed Raman spectrometer. The 266 nm spectra were collected at the IUVS beamline Raman facility (Elettra synchrotron, Trieste, Italy) on a home-built macro Raman setup: the scattered light is dispersed by a three-stages TriVista 557 spectrometer (Princeton Instruments) equipped with a 1800 line/mm grating and detected by an UV enhanced CCD. The 244 nm Raman was performed on a Renishaw inVia Raman Microscope spectrometer, equipped with 3600 line/mm grating and UV enhanced CCD detector. The FTIR spectra in transmission mode were collected with a Bruker Vertex70 spectrometer, equipped with a cryogenic MCT detector. 32 scans were performed for each spectrum, at a resolution of 2 cm⁻¹. The samples were prepared as thin self-supported pellets and activated (following the same procedure previously described for DR-UV-Vis) in an home-made quartz cell. The measurements were performed in the same cell, i.e. without re-exposing the sample to the external atmosphere.

4.2 Qualification of the Ti sites

The starting point for the Ti identification has been to establish a fast screening method, able to face the high sample throughput proper of an industrial R&D department, as well as the requirement to select the most interesting samples for fundamental research. The technique of choice for these purposes was the optical spectroscopy: as documented in the literature,
the presence of different Ti structures gives rise to well distinguishable electronic transition, genuine fingerprints for their qualitative identification. Very briefly, the perfect tetrahedral, in-framework Ti sites give a sharp peak with maximum at 50000 cm$^{-1}$ ascribed to the Ligand-to-Metal Charge Transfer (LMCT) transitions of the TiO$_4$ moieties. Lowering the energy, the range comprise between 45000-35000 cm$^{-1}$ is interested by the electronic transitions of defective sites: as already introduced, the origin of such features is controversial since many unidentified structures can give rise to them. The lower energy with respect to the perfect Ti sites can be symptomatic of a higher coordination number in the Ti ligand sphere, as well as an incipient clustering of TiO$_x$ species. What is clear is that more than a single defective structure exhibit their spectral features in this region, making the interpretation really complex. Finally, reaching even lower frequencies (down to 30000 cm$^{-1}$), the electronic transitions of extended TiO$_2$ phases can be encountered. An important variable to take into account evaluating the optical spectra of TS-1 is its hydration state: the presence of molecules coordinated to the c.u.s. sites of the perfect tetrahedral Ti can affect their electronic transition, i.e. causing a significant red-shift of the absorption peak and a possible overlap with the signal proper of defects. Because of this, the TS-1 samples should be properly activated in order to obtain meaningful results. The Diffuse Reflectance (DR) UV-Vis spectra of some selected TS-1 samples are reported in Figure 4.1. The DR-UV-Vis measurement were carried out under different conditions in order to find out the proper measurements method: the spectra were collected on the materials as such in air, upon dehydration by low vacuum ($p \sim 10^{-1}$ mbar) treatment at ambient temperature and, finally, after an high temperature/high vacuum activation procedure ($p < 10^{-3}$ mbar, 1h at 500 °C, 5 °C/min ramp from RT).
The TS-1A spectra exhibit a single transitions with maximum at 50000 cm\(^{-1}\), quite broad when the measurement is performed in air. That band is surely ascribable to perfect tetrahedral Ti sites, as also confirmed upon mild and strong activations: applying vacuum, the signal sharpens loosing the low frequency shoulder, testifying the progressive dehydration of the Ti sites. The difference observed between mild and strong activation is not really pronounced, suggesting that perfect sites can be easily cleaned from weak adsorbates (e.g. water). This is not the case of sample TS-1B, where the mild outgassing at RT does not produces a modification of the spectral features. However, already in the spectrum collected in air, the presence of a second band with maximum at \(\sim 37000\) cm\(^{-1}\) can be inferred. In order to resolve this signal the high temperature/high vacuum treatment is compulsory: the band is now clearly distinguishable, showing a narrow width possibly related to a well-defined electronic transition (i.e. to a precise defective structure). The presence of such structure makes the interaction of the TS-1B sample with water more strong, as the difficulties encountered in the dehydration demonstrate. Concerning their hypothetical structure, the few literature
assignments available ascribe the electronic transitions falling in that spectral region to octahedrally coordinated species, possibly clusterized.\textsuperscript{13,23,25} Finally the TS-1C sample is the less affected by activation (note: the spectrum collected after mild dehydration is probably affected by some instrumental artifacts), showing negligible variations even after the high vacuum thermal treatment. The last point can be interpreted in different ways: i) the huge concentration of defects make the material so hydrophilic that the applied treatment becomes ineffective; ii) conversely, the kind of defects are really hydrophobic, making the material unable to interact with water; iii) the electronic transitions of the various defects are so overlapped that the hydration effect cannot be properly evaluated. Considering the contributions to the spectrum, the TS-1C material shows a wide distribution of Ti species giving rise to a variety of electronic transitions: together with the perfect sites, several type of defective structures are observed as testified by the very broad tail extending down to 30000 cm\(^{-1}\). The very low transition energies reached suggest that some extended titania phases are formed as well: according to the heavy Ti loading of this sample (see Table 4.1) it is absolutely reasonable that a bulk, crystalline TiO\(_2\) phase is formed. Anyway DR-UV-Vis is not able to univocally state which TiO\(_2\) polymorph is formed, since all the main titania phases exhibit very similar electronic fingerprints.\textsuperscript{31-33}

As optical spectroscopy represents the faster screening method, Raman spectroscopy can be regarded as a very powerful tool able to look closer to the Ti sites. The possibility of Raman spectroscopy toward TS-1 are in fact very rich: being the main piece of the information of vibrational type, Raman is able to give also electronic insights thanks to the possibility to exploit the resonance effect (see Chapter 1 for theoretical details). Resonant Raman is useful in the characterization of TS-1: while the vibrational modes related to Ti shows a poor intensity in out-of-resonance measurements, they are enhanced by orders of magnitude as the proper conditions are adopted. In detail, it is
sufficient to excite the sample with a wavelength approaching the one of the characteristic optical absorption of Ti sites to achieve such resonance, as the associated electronic transitions own the same symmetry of certain peculiar vibration involving Ti. In this way, some features related to Ti turn to be the dominant contributions to the Raman spectrum. Of course adequate technical means are required, i.e. the correct excitation lasers must be exploited: in the case of TS-1 this means that a UV-Raman instrumentation is required. Being a well established approach for perfect sites, recently resonant UV-Raman has been successfully applied also to the characterization of defect-like structure in TS-1 synthetic environment by Guo and coworkers. Because of this, a multiple excitation (UV-)Raman study was performed: the spectra of the three materials, collected in air, are reported in Figure 4.2. The TS-1A (Figure 4.2a), when measured out of resonance (i.e. 1064 nm excitation) shows as dominating spectral features the bands ascribed to the siliceous MFI framework (as the 380 cm\(^{-1}\) peak due to ring motions and the 800 cm\(^{-1}\) band due to the Si-O-Si symmetric stretching modes). The evidence of the Ti insertion in the framework is given by a pair of bands in the high frequency region: the 960 cm\(^{-1}\) feature, ascribed to the antisymmetric Ti-O-Si stretching modes, and the weak contribution at 1125 cm\(^{-1}\), related to the symmetric Ti-O-Si stretching. Fully exploiting the resonance conditions as allowed by the 244 nm excitation line, the 1125 cm\(^{-1}\) band is selectively enhanced, becoming the most intense spectral feature and showing an intensity ratio with respect to the 960 cm\(^{-1}\) inverted in comparison with the out-of-resonance spectrum. Two further features (other than the 1125 cm\(^{-1}\) and 960 cm\(^{-1}\) contributions), which have not yet deeply investigated, are observed: an intense and broad band centered at 500 cm\(^{-1}\), possibly arising from the convolution of more signals as suggested by its unusual shape, and a small maximum at 780 cm\(^{-1}\). The origin of the 500 cm\(^{-1}\) band has been attributed by Li et al. to framework
motions involving the Ti, as similar bands are not observed in the pure siliceous Silicalite-1.

![Figure 4.2 Raman and UV-Raman spectra of samples a) TS-1A; b) TS-1B; and c) TS-1C collected with excitation wavelengths of: 1064 nm (red lines), 266 nm (magenta lines) and 244 nm (violet lines). The spectra were collected in air. The 1064 nm spectra were multiplied by a factor 0.1 for sake of visualization.](image)

However a precise assignment is not given in the literature and dedicated studies are required to fully elucidate its origin. The same situation occurs for the 780 cm\(^{-1}\) peak, but with the help of the spectrum collected with the 266 nm excitation some hypothesis can be formulated: by lowering the excitation energy, the resulting spectrum looks like a convolution of the ones previously commented (as the resonance conditions for the perfect Ti are fairly satisfied). Interestingly the relative intensity of the 780 cm\(^{-1}\) with respect to the tetrahedral Ti features is much higher, suggesting a specific resonance for the species causing it. According to the DR-UV-Vis spectra reported in Figure 4.1, the spectrum of the TS-1A sample collected in air (i.e. in presence of water coordinated to the Ti sites) is still able to absorb photons in the vicinity of the excitation wavelength (266 nm), while upon activation the low frequency tail of the tetrahedral Ti sites is completely eroded. This can suggest that the vibration observed at 780 cm\(^{-1}\) arises from a Ti-(H\(_2\)O)\(_x\) adsorption complex,
selectively enhanced by the 266 nm excitation wavelength (and, in a lesser extent, also by the 244 nm one). Other interesting insights have been obtained on the sample TS-1B: looking at the out-of-resonance spectrum only this material looks quite similar to TS-1A. The only visible difference is the presence of a sharp peak at 144 cm \(^{-1}\), easily ascribable to the \(E_g\) vibration of anatase.\(^{36}\) in this regard, Raman spectroscopy is much more sensitive of DR-UV-Vis in detecting TiO\(_2\), since the optical spectrum of TS-1B revealed only a weak tail on the region of bulk titania electronic transitions (\(\sim 30000\) cm\(^{-1}\)).

Very interestingly, the resonant spectra obtained with the 266 nm and 244 nm excitations look totally different with respect to each other: the former is dominated by a single feature with maximum at 700 cm\(^{-1}\), the latter instead resembles the TS-1A spectrum (\(i.e.\) determined by the perfect Ti sites) with a much weaker contribution at 700 cm\(^{-1}\). The result obtained with the 266 nm excitation points to the existence of a well defined kind of defect as already suggested by DR-UV-Vis spectroscopy: a Ti defective structure with similar spectroscopic fingerprints was observed by Guo and coworkers,\(^{25}\) who described it as “isolated octahedral titanium species”. The case of TS-1B sample demonstrates the importance of a multiple excitation approach in the Raman characterization of TS-1: a small change in the incidence wavelength can lead to dramatically different spectra, as each electronic transition gives rise to a different resonance. Finally, the TS-1C sample exhibits a 1064 nm spectrum dominated by the convolution of the TS-1 signals with the well known fingerprints of anatase: in addition to the peak at 144 cm\(^{-1}\), other two bands are observed at 515 cm\(^{-1}\) and 640 cm\(^{-1}\).\(^{36}\) The high anatase content observed is perfectly in line with the outcomes of optical spectroscopy. Unexpectedly the 266 nm and 244 nm Raman spectra are really similar to the corresponding ones for the TS-1A sample. The former is quite complex but can be rationalized as a combination of the spectra produced by framework (390 cm\(^{-1}\)), perfect Ti sites (500 cm\(^{-1}\), 960 cm\(^{-1}\), 1125 cm\(^{-1}\) and hydration complex
close to 780 cm$^{-1}$) and anatase (640 cm$^{-1}$ and possible overlaps with the 500 cm$^{-1}$ and 390 cm$^{-1}$ bands). The latter instead is fully determined by the tetrahedral Ti species. These results are apparently astonishing considering the richness of electronic transitions highlighted by DR-UV-Vis in the vicinity of the excitation wavelengths, i.e. very specific resonant Raman spectra are expected. Possibly the wide heterogeneity of the defects makes the concentration of the single Ti species so low that they cannot be effectively probed. Alternatively the resonance conditions are not achieved for symmetry reasons: the vibrational modes of defects could not match the symmetry of their electronic transitions. Another option could be the outcome of purely absorptive phenomena for the defects: being the excitation exactly matching the energy of the electronic transitions of a given Ti moiety, the inelastic scattering leading to the Raman signal cannot occur as all the incoming photons are absorbed.

The importance to perform multiple excitation wavelengths Raman experiments (especially in the UV region) leaded to the submission of a proposal (n. 20155146, “Resonant UV Raman spectroscopy applied to TS-1 zeolites characterized by different Ti species”) for beamtime at the IUUVS beamline at the Elettra synchrotron facility (Trieste, Italy): this has been recently implemented with a Raman setup, allowing in principle to perform measurements with variable excitation wavelength in the 280-200 nm range with an almost continuous tunability. The power of such approach has been widely discussed in the previous paragraph, as it can allow to selectively enhance the vibrational mode of a specific Ti moiety with a tuning level unapproachable by conventional laser sources. Unluckily the low optimization of the setup for solid samples (it has been mainly developed for solution studies) brought to unsatisfactory results: as an example, the spectrum collected for the TS-1A sample at 225 nm is reported in Figure 4.3.
Even if the spectral quality is low, the main feature of the tetrahedral Ti (1125 cm\(^{-1}\) peak) is identified, demonstrating the reliability of the setup. Hopefully the setup will be progressively improved, opening to the possibility to perform meaningful resonant Raman experiments with variable excitation. Despite the current failure of the synchrotron approach, the IUVS beamline allows to perform conventional laser Raman experiments as well: in particular a diode 266 nm UV laser is available, being of particular interest for the TS-1 characterization. Some of the obtained results have been already shown in Figure 4.2 and consequently discussed. Furthermore some preliminary controlled atmosphere experiments were carried out: an activation similar to the one performed for DR-UV-Vis was performed, but limiting the treatment temperature to 150 °C for technical reasons. Even if 500 °C were not reached, according to the DR-UV-Vis characterization, such procedure should guarantee a reasonable dehydration level (at least for the perfect TS-1A sample). Further, the samples were exposed to the vapor pressure of H\(_2\)O to systematically verify the effect of hydration. The same experiment was repeated for sake of comparison with the 244 nm Raman instrument in Torino.
The UV-Raman (266 nm and 244 nm) spectra for the TS-1A and TS-1B are reported in Figure 4.4.

Figure 4.4 UV-Raman spectra of a) TS-1A (266 nm); b) TS-1B (266 nm); c) TS-1A (244 nm); and d) TS-1B (244 nm) samples collected: in air (black lines), upon activation in vacuum (p < 10^{-3}) at 150 °C (red lines) and after contact with the vapor pressure of H_2O at RT (blue lines).

In both the 266 nm and 244 nm measurements, the spectra of the activated TS-1A do not show anymore the intense feature with maximum at 780 cm^{-1}. Instead, the signals from the framework and the perfect Ti sites are maintained: with 266 nm excitation these are of similar intensity, whereas in
the 244 nm spectrum the latter completely overcome the former thanks to the stronger resonance achieved with this wavelength toward the perfect Ti sites. Furthermore (still with 244 nm excitation), even if the signal is slightly affected by a interfering background, the 960 cm\(^{-1}\) peak is observed to almost disappear with respect to the dominant 1125 cm\(^{-1}\) one: most probably the elimination of water and/or other ligands further increases the resonance of the most symmetric vibration, indeed prevailing on all the other components.

Another interesting behavior is related to the band at 500 cm\(^{-1}\): in the 266 nm spectrum it decreases in intensity and it is resolved in two well defined components (maxima at 480 cm\(^{-1}\) and 520 cm\(^{-1}\) respectively). Conversely, with the 244 nm line, the feature looks more intense and a sharper maximum (480 cm\(^{-1}\)) is now clearly defined. Even if not clearly giving rise to a maximum (as for the 266 nm excitation), also the presence of the second component at 520 cm\(^{-1}\) can be inferred by the asymmetric shape of the band. The complexity of the low frequency region of TS-1 is again pointed out, which signal intensities are probably determined by the combination of different resonance extents and hydrated structures. Dedicated experiments are thus required to clarify its intimate relations with the Ti sites. As water is dosed back, the spectra return very similar to the one collected in air. With 266 nm excitation, both the framework and the tetrahedral Ti spectral features look less intense in comparison to the corresponding signals in the air spectrum, probably because of the much larger amount of water interacting with the sample. In the 244 nm case the 960 cm\(^{-1}\) band is restored and the background is quenched: this suggests that a sample contamination occurred during the dehydration procedure, giving rise to a (rare) case of fluorescence in the mid-UV range. The dosage of a relevant amount of water molecules allows the energy arising from photons absorption to be dissipated in a non-emissive way (e.g. vibrationally), thus avoiding the emission by pollutants. The 780 cm\(^{-1}\) band appears again upon hydration, as observed with both excitation wavelengths,
and thereby its relation with Ti-H₂O complexes is highly probable. An analogous behavior is observed also for the modes falling around 500 cm⁻¹, where the relative intensities of the two main components turn back to the one observed for the sample in air for the 244 nm excitation. In 266 nm measurements, instead, the intensity of the 500 cm⁻¹ features rises again with a concomitant broadening of the signal: in this case most probably a third band component, strictly related to a hydrated Ti structure, is responsible for such spectral modification. The TS-1B sample presents a simpler trend upon (de)hydration: in the 266 nm spectra, the 700 cm⁻¹ peak is the main spectral feature along the whole experiment, whereas the perfect Ti features are still dominant in the 244 nm set of spectra. The different resonances achieved upon different excitation are the main reason for such diversity, since different Ti species are selectively enhanced. The dosage of the water, concerning the 266 nm experiment, “regulates” the intensity of the perfect Ti sites, which turn to be more evident as the sample hydrates. This is probably connected to the extension toward lower energies of the electronic transition of tetrahedral Ti, allowing these sites to “enter in resonance” and to better compete with the more absorbing defects. The behavior under 244 nm excitation is instead following the same interpretation for the TS-1A sample, with a further enhancement of the 1125 cm⁻¹ with respect to all the other components in anhydrous conditions. Again, the trend already commented for the 780 cm⁻¹ and 500 cm⁻¹ bands is observed for both the excitations. Finally, considering the effect of water on the defective Ti sites, the most important observation is the lack of a peak shift for the 700 cm⁻¹ band as the hydration state changes (while a displacement is clearly observed for the tetrahedral Ti features, especially for the 960cm⁻¹ band).⁷,²¹ A possible explanation is that the Ti site is completely surrounded by permanent ligands, e.g. in an octahedral field, thus not accessible to the dosed molecules. Concerning the relative intensity of the peak with respect to the signals of the tetrahedral Ti, this increases as the
water content is reduced. By exciting with the 266 nm excitation, only the defective sites own an electronic transition in the vicinity of this wavelength in the dehydrated state, whereas the perfect Ti sites exhibit a closer one only if hydrated. In presence of water, the two species are competitors in capturing the incoming exciting photons, resulting in a “balance” of the related resonant enhancements of the Raman intensities. With 244 nm excitation, a similar pattern is observed, even if smoothed by the larger fraction of photons drained by the perfect sites.

4.3 Quantification of the Ti sites

The capability to quantify (or at least to give an estimate of) the amount of the various Ti species observed in TS-1 is a considerable added value to the understanding of this system. Industrially it is a very important analytical tool in order to progressively improve the synthesis of the real catalysts. Concerning more fundamental aspects, to know the exact distribution of the Ti among the different sites can be really helpful in making correlations with the catalytic activity as the effect of the defects in epoxidation reactions is controversial.26–28 A four-step quantification protocol was developed:

1. the total amount of Ti ($T_{\text{tot}}$) is determined by elemental analysis (ICP);
2. the amount of tetrahedral framework Ti ($T_{\text{fram}}$) is determined by FTIR exploiting the 960 cm$^{-1}$ band;
3. the (eventual) amount of anatase ($T_{\text{anat}}$) is obtained by Raman referring to the 144 cm$^{-1}$ peak;
4. the amount of defects ($T_{\text{def}}$) is obtained by difference, i.e. $T_{\text{def}} = T_{\text{tot}} - T_{\text{fram}} - T_{\text{anat}}$.

This procedure represents the state-of-art for Ti quantification: the only weakness is the impossibility to further discriminate among the possible defects, but it is the best compromise since their real nature is still unclear.
Skipping the routine ICP analysis, the first relevant step is the quantification of the tetrahedral Ti: in the introductory paragraphs of this chapter, the linear relation between the amount of framework Ti and the absorbance of the infrared band at 960 cm\(^{-1}\) was introduced.\(^1,11\) The dependence reported in the literature was obtained through standard transmission FTIR. The main drawback of this approach is represented by the sample preparation: in order to obtain quantitative information, the samples cannot be diluted, thus extremely thin self-supported TS-1 pellets must be used in order to keep in scale the 960 cm\(^{-1}\) peak. This sample preparation becomes indeed time consuming, incompatibly with the time framework of an industrial quality control laboratory. To avoid such problem, Attenuated Total Reflectance (ATR) FTIR was applied: this measurement method allows to obtain results comparable with the transmission ones, but keeping all the signals in scale disregarding the sample preparation. The only tricky point is the sample hydration state: the presence of water (or other ligands) coordinated to the Ti sites can lead to an alteration of the intensity of the 960 cm\(^{-1}\) band,\(^{21,37}\) thus affecting the quantification. The samples indeed need to be activated (as for the DR-UV-Vis) and then measured avoiding their re-exposure to the atmosphere: this condition was achieved by collecting the ATR spectra with an instrument placed inside a dry, N\(_2\) filled glovebox, therefore keeping them activated. As first step, a calibration line was built: some dedicated materials with Ti content in the 0.5-2.5 wt\% were synthesized by Evonik Industries and their purity (i.e. the complete framework inclusion of the Ti) was checked by DR-UV-Vis. Also the TS-1A sample was included in the curve construction. Since these materials contain only perfect tetrahedral Ti, the relation \(T_{\text{fram}} = T_{\text{tot}}\) is satisfied. In this way, the numerical integrated area of the 960 cm\(^{-1}\) band was related to the total Ti amount (evaluated as TiO\(_2\) wt\%) determined by ICP: the obtained calibration curve is shown in Figure 4.5a.
An important requirement in order to obtain quantitative data is to perform a proper spectral normalization: the 800 cm\(^{-1}\) band, ascribed to the Si-O-Si symmetric stretching modes of the siliceous framework\(^7\), was exploited as convenient internal reference. The relation obtained shows an optimal linearity, thereby allowing its exploitation for quantitative purposes. A significant improvement to the calibration will be the inclusion of other points to the line, possibly in the 1.5-2.0 wt% concentration range. The ATR-FTIR spectra were then collected as showed in Figure 4.5b. Upon normalization at 800 cm\(^{-1}\), the three TS-1 samples are characterized by similar framework Ti contents, being this slightly lower for TS-1C.

After achieving the quantification of tetrahedral Ti, the next step is to obtain the amount of anatase produced during the synthesis. As stated earlier in this chapter (see Figure 4.2 and the related comments), Raman is probably the most sensitive to anatase among the ones considered in this work. The real problem concerning quantification by Raman spectroscopy is the sample homogeneity: usually Raman instruments are coupled with a microscope in the so called micro-Raman configuration, thus taking advantage of the focusing of
the excitation light in a limited spatial region (*i.e.* obtaining a gain in the signal intensity). Depending on the magnification provided by the microscope/objective, the probed area can span approximately in the 1-10 \( \mu \text{m}^2 \) range. Being really helpful in terms of intensity enhancement, micro-Raman thus also enriches the technique with spatial resolution in the micro scale. This fact is often an advantage (*e.g.* it allows to check the sample homogeneity), but can become a serious drawback concerning quantitative studies: point by point, the intensity of the modes related to the phase of interest can considerably change. When micro-Raman is applied to quantitative analyses, the sample homogeneity must be verified, *i.e.* multiple measurement has to be performed and compared. If the relative intensities of the signal of interest with respect to an internal reference are varying significantly among the test measurement, indeed the sample is heterogeneous on the considered length scale. Thus, the measurement should be repeated a sufficiently large number of time in order to obtain an average view of the sample, *i.e.* tens of spectra must be collected and averaged, with an heavy time consumption. Regarding the anatase quantification in TS-1, the heterogeneity problem did not involve the main samples, but it was dramatic as a set of standard materials had to be considered for calibration purposes. In fact the only effective synthetic strategy was the impregnation of siliceous Silicalite-1 with preformed nano-anatase particles: the nano-anatase (Aldrich, <25 nm particle size, 99.7% purity) was added in a given amount to the Silicalite-1 gel before to start its crystallization. Inducing the latter, Silicalite-1 particles embedding the TiO\(_2\) phase were obtained. Since Ti incorporation phenomena in the framework were not observed (no 960 cm\(^{-1}\) from FTIR, no electronic transition at 50000 cm\(^{-1}\) from DR-UV-Vis), the total Ti amount determined by ICP correspond for these materials to \( T_{\text{anat}} \). The easiest solution to the homogeneity problem was the exploitation of a macro-Raman setup, which spatial resolution is about 10-100 times lower than in a micro-Raman
instrument. In this way, even a single measurement directly gives an average idea of the sample. Furthermore macro-FT-Raman was exploited in the present study: with respect to a dispersive instrument, the Fourier Transform based acquisition method allows a significant speedup of the collection time keeping constant the signal-to-noise ratio. The obtained calibration curve is presented in Figure 4.6, together with the FT-Raman spectra of the three TS-1 samples.

**Figure 4.6** a) FT-Raman calibration curve for the determination of the anatase amount and b) FT-Raman spectra for the TS-1A (black line), TS-1B (red line) and TS-1C (blue line) samples (panel b). In the inset of panel a, the details for the 144 cm$^{-1}$ peak for calibration samples is presented. All the spectra were collected in air and they were normalized to the 800 cm$^{-1}$ to guarantee a quantitative comparison. The triangles label the position of the anatase distinctive signals.

The quality of the calibration line, even if slightly lower with respect to the framework Ti one, is sufficiently high to obtain trustable data. The spectra consistently reproduce the qualitative result from DR-UV-Vis and micro-Raman (see Figure 4.1 and Figure 4.2 respectively): TS-1A does not show the presence of anatase; TS-1B contains a low amount of anatase, as testified by the weak intensity of the 144 cm$^{-1}$ peak; TS-1C instead is characterized by a relevant amount of TiO$_2$ and the secondary signals proper of the anatase phase are easily recognized as well.
Owing all the necessary elements, the speciation of the Ti sites in the three considered samples can be stated: the results are reported in Table 4.2.

<table>
<thead>
<tr>
<th>Sample</th>
<th>wt% TiO$_2$ tot</th>
<th>wt% TiO$_2$ fram</th>
<th>wt% TiO$_2$ anat</th>
<th>wt% TiO$_2$ def</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS-1A</td>
<td>2.44</td>
<td>2.44 (1.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>TS-1B</td>
<td>2.89</td>
<td>2.57 (0.89)</td>
<td>0.12 (0.04)</td>
<td>0.19 (0.07)</td>
</tr>
<tr>
<td>TS-1C</td>
<td>4.33</td>
<td>2.09 (0.48)</td>
<td>0.37 (0.09)</td>
<td>1.88 (0.43)</td>
</tr>
</tbody>
</table>

The data shows that irrespective of the synthesis a threshold exists for the Ti incorporation and this is comprised between 2-3 wt% TiO$_2$ fram. Concerning the not incorporated Ti, they are preferentially of defective type rather than in the extended anatase phase: this is particularly relevant in the case of TS-1C sample, where defects represent the 43% of the Ti species against an anatase content approximately five times lower. What is missing in the picture presented in Table 4.2 is a more detailed description of the so defined defects: this could be really important in the proper interpretation of catalytic data, as it will be commented in the next section of this chapter. The only possibility to shed light on this open topic is to progressively increase their, identifying their structures and relating them to their spectroscopic fingerprints.

### 4.4 Catalytic performances: comparison with spectroscopic results

The final point reached in this thesis work concerning TS-1 has been to combine the set of obtained characterization results with the outcomes of catalytic tests for the conversion of propene to propene oxide with hydrogen peroxide as oxidizing agent (the so called HPPO process). Evonik performed
the tests on the bare TS-1 powders: these were conducted in a continuously stirred batch reactor, where the TS-1 catalyst is suspended in methanol. The reactor is heated to 40 °C and then pressurized up to 3 bars by introducing propene. To start the reaction, the required amount of 30% aqueous solution of hydrogen peroxide is loaded in the reactor. The initial molar composition for the TiO$_2$(TS-1) : H$_2$O$_2$ : propene : H$_2$O : methanol mixture is approximately 1 : 400 : 860 : 1700 : 48000, indeed the catalyst amount (here considering only the molar amount of Ti sites) is really small in comparison to other reactants. The reaction is performed along 1 h and its evolution is evaluated after 5, 10, 20, 30, 45 and 60 min: in detail, the residual amount of H$_2$O$_2$ is titrated by ceric sulfate method, whereas the reaction products are quantified by gas chromatography. The results of the test for samples TS-1A, TS-1B and TS-1C are graphically outlined in Figure 4.7. The catalytic test showed that all the samples are considerably active toward the propene epoxidation reaction: the conversion of the peroxide is very high, reaching the 95% for both TS-1A and TS-1B samples after 1 h. A slightly lower value is achieved with the TS-1C catalyst, where the conversion at 60 min is “only” 86%.

Figure 4.7 Catalytic data for the HPPO reaction performed on the TS-1A (black lines), TS-1B (red lines) and TS-1C (blue lines) samples: a) H$_2$O$_2$ conversion; b) Propene Oxide (PO) selectivity; and c) byproducts (MPOL-1, 1-Methoxy-2-propanol; MPOL-2, 2-Methoxy-1-propanol; PD, Propane-1,2-diol) selectivity.
In order to give a better comparison of the three materials, the rate constants for the \( H_2O_2 \) conversion were calculated assuming the reaction to be of pseudo-first order (being the excess reactant the catalyst, since it is not consumed by definition) and the reaction rate \( r \) can be expressed as:

\[
r = -k[H_2O_2][TS1]_0
\]

(4.1)

where \([H_2O_2]\) is the concentration of hydrogen peroxide at a given time, \([TS1]_0\) is the concentration of Ti sites of the TS-1 catalyst (assumed to be constant along the reaction) and \( k \) is the reaction rate constant. Since \([TS1]_0\) is assumed constant, a new pseudo-first order rate constant \( k' \) can be defined:

\[
k' = k[TS1]_0
\]

(4.2)

and Eq. 4.1 is thus recasted as:

\[
r = -k'[H_2O_2]
\]

(4.3)

Another way to express the reaction rate taking into account its time dependence is:

\[
r = -\frac{d[H_2O_2]}{dt}
\]

(4.4)

Substituting Eq. 4.3 in Eq. 4.4 and rearranging Eq. 4.5 is obtained:

\[
\frac{d[H_2O_2]}{[H_2O_2]} = -k'dt
\]

(4.5)

Integrating over a time range \( 0 \rightarrow t \) where the peroxide concentration varies as \([H_2O_2]_0 \rightarrow [H_2O_2] \) the concentration \([H_2O_2] \) at time \( t \) is expressed as:

\[
\ln \frac{[H_2O_2]}{[H_2O_2]_0} = -k't
\]

(4.6)

where \([H_2O_2]_0 \) corresponds to the initial concentration of hydrogen peroxide. Further considering the conversion-concentration relation:
\[
\frac{[H_2O_2]}{[H_2O_2]_0} = 1 - \text{conversion} \quad (4.7)
\]

the (a) panel of Figure 4.7 is transformed as reported in Figure 4.8 thanks to the relation:

\[
\ln(1 - \text{conversion}) = -k't \quad (4.8)
\]

The slopes of the new curves, obtained by linear fitting, represent the \(-k'\) values for the three catalysts from which the \(k\) rate constants can be evaluated dividing by \([TS1]_0\), the TiO\(_2\) weight concentration of each TS-1 catalyst with respect to the full reaction batch.

\[
[TS1]_0 = \frac{\text{weight(TiO}_2)}{\text{weight(batch)}} \quad (4.9)
\]

![Graph showing linear fit calculation of rate constants \(k'\) for the TS-1A, TS-1B and TS-1C catalysts toward H\(_2\)O\(_2\) conversion in the HPPO reaction.]

Figure 4.8 Linear fit calculation of rate constants \(k'\) for the TS-1A, TS-1B and TS-1C catalysts toward H\(_2\)O\(_2\) conversion in the HPPO reaction.

Two different values of \([TS1]_0\) were chosen: the first one considering the whole TiO\(_2\) amount measured by ICP, the second one taking into account only the framework tetrahedral TiO\(_2\) fraction as determined by ATR (see Table 4.2). The results that have been obtained are reported in Table 4.3. The results
shown in Table 4.3 depict the main role of tetrahedral framework sites in determining the TS-1 activity toward propene epoxidation: as the rate constants are calculated considering the total TiO₂ content of the catalysts ($k_{tot}$) a considerable spreading of the values is observed among the different materials. Such broad distribution could suggest that most of the Ti defective sites are not active toward H₂O₂ conversion. A confirmation to this interpretation arises from the $k_{fram}$ (i.e. computed taking into account the framework TiO₂ content only) values, being these much closer among the three catalysts. In detail TS-1A and TS-1B show almost identical $k_{fram}$, whereas TS-1C presents a lower value: the discrepancy is possibly related to other effects, such as diffusive problems, which reduce the rate of conversion of H₂O₂.

![Table 4.3](image)

Another important point is the lesser role of peroxide decomposition: if Ti defective structures would act effectively in H₂O₂ degradation, the $k_{fram}$ for TS-1B and TS-1C should look artificially larger than one of TS-1A because of the overlapping of decomposition and proper conversion to products.

If the Ti speciation seems to be a secondary factor in determining the H₂O₂ conversion, it could play a main role with respect to the formation of
byproducts. In fact, the initial selectivity toward propene oxide is about 100% for all the catalysts, whereas it is reduced progressively along the reaction time because of the increasingly formation of by products deriving from the esterification of propene oxide by methanol (thus giving 1-Methoxy-2-propanol and 2-Methoxy-1-propanol) or by its hydrolysis (obtaining the Propane-1,2-diol). Because of the different activities of the catalysts, a direct comparison of selectivities is not straightforward: in order to correctly look at the data, reaction yields were computed at 80% conversion (Table 4.4). Even if the difference among the three catalysts are pretty small, the TS-1A univocally shows a higher yield of the desired product, thus a lower production of byproducts. Indeed it is possible to infer that the defects observed for catalysts TS-1B are slightly detrimental for the selectivity towards PO. TS-1C shows a similar behavior but, since its defects content is about 50% of the total Ti amount (see Table 4.2), these has to be considered mostly as spectators, not affecting the reactivity.

Table 4.4 Reaction yields at 80% \( \text{H}_2\text{O} \) conversion for: Propene Oxide (PO), 1-Methoxy-2-propanol (MPOL-1), 2-Methoxy-1-propanol (MPOL-2) and Propane-1,2-diol (PD).

<table>
<thead>
<tr>
<th>Sample</th>
<th>PO</th>
<th>MPOL-1</th>
<th>MPOL-2</th>
<th>PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS-1A</td>
<td>77.02</td>
<td>1.10</td>
<td>1.86</td>
<td>0.02</td>
</tr>
<tr>
<td>TS-1B</td>
<td>76.34</td>
<td>1.34</td>
<td>2.33</td>
<td>0.05</td>
</tr>
<tr>
<td>TS-1C</td>
<td>76.30</td>
<td>1.36</td>
<td>2.30</td>
<td>0.04</td>
</tr>
</tbody>
</table>

In order to properly evaluate the catalytic features of the TS-1 materials, the tests will be repeated by increasing the reaction time, indeed allowing all the catalysts to reach complete conversion. Furthermore, the reproducibility of the tests should be verified, as well as the catalyst cyclability.
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Chapter 5

Titanium Silicalite-1: computational approach

Beside the experimental approach toward TS-1 characterization presented in Chapter 4, a parallel computational investigation strategy was adopted. TS-1 is in fact an easily suitable system for theoretical purposes: the presence of a metallic center homogeneously inserted in a siliceous crystalline framework makes it an excellent model of single site catalyst. This fact is really interesting for fundamental purposes, since quantum mechanical methods can be applied to a relatively simple (but however realistic) model of the catalyst, indeed allowing to get reliable insights on the intimate nature of the active site. Furthermore, since its crystalline nature, TS-1 is straightforwardly suitable for a periodic computational approach, indeed able to naturally evaluate the effect of the system porosity, without involving extremely large clusters taking into account the pore construction.

With respect to the topic of this thesis, the focus of the computational activity on TS-1 was mostly on the interpretation of the spectroscopic data obtained: in particular, the problem of defectivity in TS-1 can obtain a significant help from simulation in determining univocally the structure of defective species on the basis of their spectroscopic fingerprints. Before to face the intriguing problem of defectivity, however, it has been necessary to develop an adequate model for the perfect TS-1, as will be introduced in the next paragraph.
5.1 Development of a Ti-Chabazite model: a good candidate for TS-1 representation

As already introduced, TS-1 is a siliceous zeolite, belonging to the MFI framework topology, where Ti atoms substitute Si ones at some tetrahedral positions (in the order of two per unit cell). The MFI structure is a relatively large system, characterized by an orthorombic crystal system ($Pnma$ space group) with an asymmetric unit formed by 38 atoms (of which 12 occupying tetrahedral sites). Even in this system size is easily affordable with average computational resources, it turns to be a bulk computational problem as Ti is inserted: in fact each tetrahedral position gives rise through the symmetry operators to 4-8 equivalent atoms, i.e. producing an unrealistic Ti loading. The reduction of the symmetry becomes thus unavoidable in order to reach a realistic Ti content and, further considering the spacing among the Ti sites (requested to be sufficiently large to consider them as isolated), it is quite easy that the symmetry operators should be completely depleted. The final $P1$ model contains 288 independent atoms: for this reason, just few papers appeared in the past concerning TS-1.$^{1-3}$

Another possible approach for reducing computational cost is to adopt as TS-1 model other Ti-zeolites with less demanding frameworks: even if this approach could appear as a rough approximation, it is justified by many experimental evidences, showing the similarities of the Ti sites incorporated in different zeolitic frameworks with the typical fingerprints of TS-1.$^{4-7}$ In this thesis, Ti-Chabazite (hereafter Ti-CHA) was conveniently exploited as Ti-zeolite model. The Chabazite (CHA) topology, as previously described in the Chapter 3, is rather different from the MFI one under a structural point of view: the former is in fact built by large cages interconnected by small (8 members) windows, whereas the latter is constituted by a 3D network of 10 members channels. CHA is really convenient under a computational point of view, since its rombohedral unit cell ($R\bar{3}m$) contains only 5 independent atoms, of which
only a single tetrahedral site. Apart from the differences in their crystal structures, both TS-1 and Ti-CHA experimentally show a very similar environment for the Ti atoms: the vibrational features from FTIR and Raman spectroscopies, the electronic transitions from optical spectroscopy and the ligand sphere determined by XAS techniques are in fact amazingly coincident.\textsuperscript{6} The first step in the Ti-CHA model development was the selection and the optimization of the computational method on the simpler CHA: as previously introduced, the system was mainly described through a periodic approach exploiting the features of the CRYS\textsc{tal}14 code.\textsuperscript{8} All the reported calculation were performed with the B3LYP hybrid DFT functional, combining the B3\textsuperscript{9} hybrid exchange functional with the LYP\textsuperscript{10} correlation functional. This preliminary study focused on the results of a structural relaxation of CHA, obtained exploiting different basis set and numerical accuracy levels. Dispersive forces were semiempirically included in the calculations through the Grimme GD\textsuperscript{2} scheme.\textsuperscript{11} The final goal was (trivially) to obtain the better agreement with the experimental observables at the lower computational cost. In detail the goodness of the model was evaluated on the basis of three selected parameters as schematized in Figure 5.1.

Figure 5.1 Schematic representation of the geometrical parameters evaluated to establish the goodness of the computational approaches toward CHA optimization.
The cell parameter $a$, the cell angle $\alpha$ and the deformation of the 8 members windows, evaluated as the ratio $r_1/r_2$ of two window radii were chosen. More than 30 computational parameters combinations were attempt: the most significant for the logical understanding of the final method choice are reported in Table 5.1.

Table 5.1 Results of the geometry relaxation calculations of CHA performed with variable Basis Sets (B.S.), integral series truncation thresholds (TOLINTEG) and order of the polynomial approximation of the multipolar expansion of Coulomb interaction (POLEORDR, P.O.): the cell parameter $a$, the cell angle $\alpha$ and the 8 members window deformation (expressed as $r_1/r_2$, see Figure 5.1) are reported. The goodness of each approach is evaluated by the figure of merit $G$, computed as product of the Average Relative Deviations (ARD) of the three geometrical parameters with respect to the experimental values and the average total CPU time per SCF cycle ($t_{SCF}$).

<table>
<thead>
<tr>
<th>Si B.S.</th>
<th>O B.S.</th>
<th>TOLINTEG</th>
<th>P.O.</th>
<th>$a$ (Å)</th>
<th>$\alpha$ (°)</th>
<th>$r_1/r_2$</th>
<th>ARD</th>
<th>$t_{SCF}$ (h)</th>
<th>$G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-21G(d)$^a$</td>
<td>6-311G(d)$^a$</td>
<td>7 7 7 14</td>
<td>4</td>
<td>9.229</td>
<td>98.6</td>
<td>0.677</td>
<td>0.122</td>
<td>0.48</td>
<td>0.059</td>
</tr>
<tr>
<td>88-31G(d)$^b$</td>
<td>8-411G(d)$^b$</td>
<td>7 7 7 14</td>
<td>4</td>
<td>9.337</td>
<td>94.3</td>
<td>0.979</td>
<td>0.010</td>
<td>0.55</td>
<td>0.006</td>
</tr>
<tr>
<td>88-31G(d)$^b$</td>
<td>TZV(2d)$^c$</td>
<td>7 7 7 14</td>
<td>4</td>
<td>9.336</td>
<td>94.2</td>
<td>0.993</td>
<td>0.006</td>
<td>2.25</td>
<td>0.013</td>
</tr>
<tr>
<td>88-31G(d)$^b$</td>
<td>TZV(2d)$^c$</td>
<td>7 7 7 14</td>
<td>6</td>
<td>9.333</td>
<td>94.0</td>
<td>1.003</td>
<td>0.006</td>
<td>0.57</td>
<td>0.004</td>
</tr>
<tr>
<td>Exp.$^{12}$</td>
<td></td>
<td></td>
<td></td>
<td>9.229</td>
<td>94.3</td>
<td>0.998</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) From Ref. $^{13}$; b) from Ref. $^{14}$; c) from Ref. $^{15}$; d) derived from a Ahlrichs TZVP basis$^{15}$ by adding the polarization functions (only $d$ type orbitals) from a Ahlrichs def2-TZVP basis.$^{16}$

Discussing the results, with the lower quality basis sets and truncation exponents (i.e. low values of the TOLINTEG parameters) the geometrical optimization leads to the collapse of the porous system. In order to restore a correct behavior it is necessary to increase the quality of the basis set (in
particular for the oxygen atoms) and/or to reduce the approximation on integrals (i.e. by tightening the truncation criteria). Adopting both these solutions an enlargement of the computational cost is obviously observed, which is undesired in the idea of a following upscale of the system size (e.g. due to symmetry reduction upon Ti insertion). A costless way to significantly improve the computational result is to increase the maximum order of the polynomial series fitting the long range electronic Coulomb interaction (POLEORDR parameter): as demonstrated by the values reported in Table 5.1, in this way it is possible to obtain results comparable with ones obtained with very high values for the integral truncation, but without significantly increase the computational cost. In order to rapidly and easily analyze the outcomes of the calculations, a figure of merit $G$ was defined as it follows:

$$G = ARD \cdot t_{SCF}$$

(5.1)

where $ARD$ represents the Average Relative Deviations of the three geometrical parameters with respect to the experimental ones and $t_{SCF}$ is the average CPU time for a SCF cycle. Cross-checking the previous assumptions with the calculated $G$ values the surprising effect of the POLEORDR parameter is readily verified: when this is set to 6, the same $ARD$ obtained with tight truncation criteria are computed, however keeping the same $t_{SCF}$ proper of lower quality calculations. Indeed the $G$ values obtained from POLEORDR = 6 calculations are the lowest, i.e. the best ones. Finally ranking the reported calculations on the basis of these $G$ values the optimal computational parameters were derived and systematically exploited in the following calculations: 88-31G(d) basis set for Si,$^{14}$ 8-411G(d) basis set for O,$^{14}$ TOLINTEGR = {7 7 7 7 14} and POLEORDR = 6.

The next step in the model construction was the insertion of Ti in the optimized CHA structure. The symmetry was broken and a single Si tetrahedral
site was replaced by a Ti one: the constructed Ti-CHA models has $P1$ symmetry and contains 36 independent atoms. This model, despite its relatively small size (i.e. low computational cost), is in principle poorly representative of the real system, as its Si/Ti ratio of 11 is significantly lower than the experimental values for typical TS-1 samples (Si/Ti ~ 50). The calculations were performed as previously determined for CHA, exploiting a $86\text{-}411G(3d,d)^{17}$ basis set in the Ti description. A clear demonstration of this assumption arose from the results obtained upon relaxation of the Ti-CHA structure: its cell parameters, angles and volume are given together with CHA ones in Table 5.2.

Table 5.2 Optimized cell parameters for the CHA and Ti-CHA single cell periodic models. For the latter, the average Ti-O distance is given as well. Distances are given in Å, angles in °, volumes in Å$^3$.

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>Volume</th>
<th>$&lt;\text{Ti-O}&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHA</td>
<td>9.333</td>
<td>9.333</td>
<td>9.333</td>
<td>94.0</td>
<td>94.0</td>
<td>94.0</td>
<td>807</td>
<td>-</td>
</tr>
<tr>
<td>Ti-CHA</td>
<td>9.493</td>
<td>9.211</td>
<td>9.414</td>
<td>94.8</td>
<td>95.3</td>
<td>94.5</td>
<td>814</td>
<td>1.802</td>
</tr>
</tbody>
</table>

Comparing the two structures, the insertion of Ti leads (as expected) to an increase of the cell volume. The expansion is of the order of 0.8%, a typical value for TS-1 with Si/Ti = 50,\textsuperscript{18} thus a much bigger value should be found at the present Ti loading. Furthermore the anisotropy in the deformation (expected to by isotropic experimentally)\textsuperscript{18} suggests that the system had to find an “unnatural” path for relaxing the strain induced by the excessive Ti loading to the structure. These facts suggest that the separation of the Ti sites (of about 9.5 Å) is not sufficient to consider them as isolated, producing an unrealistic relaxed structure for Ti-CHA. The solution to such drawback was thereby found by increasing the Ti dilution in the siliceous CHA framework (i.e. isolating it). The strategy adopted was the following: a supercell of CHA was
constructed, with cell parameters $a', b', c'$ obtained as a linear combination of the single cell ones $a, b, c$ as reported in Equation 5.2.

$$a' = -a + b + c$$
$$b' = a - b + c$$
$$c' = a + b - c$$

The symmetry was completely removed in order to handle a system with the same symmetry operators (i.e. the identity only) of the subsequent Ti-CHA model: this operation resulted in a relevant increase of the computational cost, since the number of independent atoms increased to 144. The supercell CHA model was relaxed and, again, Ti was inserted in a single tetrahedral site giving rise to the Ti-CHA supercell model: the final Si/Ti ratio, equal to 47, is now really close to experimental ones for TS-1, indeed a correct behavior of the system is expected. A confirmation is found in the geometrical parameters reported in Table 5.3.

Table 5.3 Optimized cell parameters for the CHA and Ti-CHA supercell periodic models. For the latter, the average Ti-O distance is given as well. Distances are given in Å, angles in °, volumes in Å³.

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>Volume</th>
<th>&lt;Ti-O&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHA</td>
<td>16.552</td>
<td>16.492</td>
<td>16.491</td>
<td>112.3</td>
<td>111.1</td>
<td>111.1</td>
<td>3180</td>
<td>-</td>
</tr>
<tr>
<td>Ti-CHA</td>
<td>16.622</td>
<td>16.494</td>
<td>16.556</td>
<td>111.9</td>
<td>111.4</td>
<td>111.2</td>
<td>3204</td>
<td>1.799</td>
</tr>
</tbody>
</table>

Again an expansion of the cell is observed, according to the correct estimation of the Ti-O distances. The extent of the volume increase is still around 0.8%, however in this case the value nicely fits with the experimental diffraction data obtained on TS-1 with comparable Si/Ti. Also the isotropy of the expansion is better represented by the supercell model: even if the $a$ and $c$ parameters experienced a larger elongation than the $b$ one, all the parameters vary in the
same direction. The variations on the angles are rather small as well. Concluding this section, the supercell Ti-CHA model is able to properly reproduce the geometrical evolution due to the Ti insertion in a siliceous zeolitic framework. However the model should be still validated on the basis of some selected observables: this process will be presented in the following.

5.2 Validation of the Ti-CHA model: adsorption of simple molecules

In order to check the goodness of the supercell Ti-CHA model a set of tests based on the adsorption of NH\(_3\) and H\(_2\)O were performed: these simple molecules are in fact convenient for modeling purposes, as well as a rich experimental\(^{19-21}\) and computational\(^{22-25}\) dataset is available on this specific topic. Considering the past computational results, even if these gave a proper description of the Ti sites under both geometrical and spectroscopical points of view, the energetic modeling of adsorption processes was unsatisfactory. Citing the example of a single ammonia molecule adsorbed on a Ti site, experimentally a heat of adsorption of 66 kJmol\(^{-1}\) was reported,\(^{19}\) whereas the computational results largely underestimated such value, showing Binding Energies (BE) in the 25-40 kJmol\(^{-1}\) range.\(^{23,24}\) Similar computational results arose from both cluster or periodic approaches, indeed testifying that the energy mismatch can’t be ascribed to the confinement effect experienced by the adsorbate within the porous system. The interaction discrepancy has thus to be ascribed to a different origin: an important ingredient missing in the previous approaches was the inclusion of dispersive forces, which relevance toward the correct evaluation of interaction energies for small molecules over oxides (and thus zeolites) have been largely demonstrated.\(^{26-34}\) Therefore, before entering the study of NH\(_3\)/H\(_2\)O adsorption over Ti-CHA, a careful evaluation of the role of dispersive forces was performed: such fundamental study was performed on the Ti-CHA+NH\(_3\) monoadduct.
Dispersive forces can be included in the calculation through two main approaches: i) as already mentioned, exploiting a semiempirical scheme likewise the Grimme’s ones;\textsuperscript{11,35,36} ii) through a fully \textit{ab initio} description involving correlated methods, such as Møller-Plesset perturbation theory or Coupled Cluster, able to properly describe the long-range electron correlation (the quantum mechanical origin of dispersive forces).\textsuperscript{37–39} Because of the high computational cost and/or implementation issues, the latter can’t be straightforwardly applied to the large Ti-CHA supercell periodic model, therefore a convenient strategy can be represented by an ONIOM scheme.\textsuperscript{40} In this approach (specifically an ONIOM2 scheme), the system is partitioned in two distinct layers: an inner part, containing the site of interest for the simulation (the so called model region), and the whole system (labeled as real model). For obvious reasons, the model region is treated with a higher level of theory (being so defined as High Model, HM), whereas for the real layer a less costly method (Low Real, LR) can be used. The final ONIOM energy can be computed as:

\[
BE(\text{ONIOM}) = BE(LR) - BE(LM) + BE(HM)
\] (5.3)

In order to properly compute the ONIOM energy, the contribution from the model region calculated at the low level method (Low Model, LM) is included in Equation 5.3. Regarding the Ti-CHA(+NH\textsubscript{3}) models, the whole periodic system was selected as LR layer: the calculations were performed as previously discussed, but this time not including the dispersive forces. In the Ti-CHA+NH\textsubscript{3} adduct, the basis sets for the description of the N and H atoms of ammonia were an Ahlrichs TZV(2d) respectively Ahlrichs TZV respectively.\textsuperscript{15} Different model regions of increasing size were instead considered: this choice was based on the achievement of the energy convergence of the purely electrostatic contributions for the clusters to the periodic energy. Furthermore
dispersive forces are strongly dependent on the system size, indeed a variable-size model region is interesting toward the evaluation of their effect.\textsuperscript{41} The seven model regions adopted are schematized in Figure 5.2.

The dangling bonds on Si centers were saturated by hydrogen atoms, placed at a fixed distance of 1.45 Å along pristine Si – O bonds. HM calculations on the model clusters were performed through B3LYP, B3LYP-D and MP2 methods. The B3LYP, B3LYP-D calculations on all the clusters and the MP2 ones on clusters from F9 to F24, were performed exploiting the Gaussian09 code.\textsuperscript{42} The NWChem\textsuperscript{43} code was preferred to run the MP2 calculations on the three bulkier clusters (F30, F39, F55), in order to exploit the massive parallelization offered by the software. All the MP2 calculations were limited to the valence electrons. A Dunning aug-cc-pVQZ basis set\textsuperscript{44} was chosen for anions (O and N), an Ahlrichs TZV(p)/TZV(d) for cations (Ti/Si)\textsuperscript{15} and a Pople
6-311++G(2p,2d) for H atoms. All the G09/NWChem default computational parameters were used in the calculation. LM calculations on the model region were performed exploiting the CRYSTAL14 code, at the B3LYP level and with the same parameters used for the periodic calculations. The full set of results obtained through the ONIOM approach are part of recently published paper, attached to this thesis as Appendix D: such paper was also selected for the cover of the issue. In the following, only the key steps will be discussed: in detail, a schematic view of the outcomes is given in Figure 5.3, where the BSSE corrected Binding Energies (BEc) are reported as a function of the model region size.

\[ \text{Figure 5.3 High Model (HM) and ONIOM } BE^c \text{ vs the fraction of real atoms included in the model region with respect to the low real model } (\chi) \text{, computed at the B3LYP (B3), B3LYP-D (B3D) and MP2 levels. The } BE^c \text{ computed for the Low Real (LR) periodic model without including dispersions (no D) and adding them } a \text{ posteriori } (D/\text{no D}) \text{ are reported as reference values.} \]

Concerning the B3LYP calculations, the BEc rapidly converges to the value calculated for LR (no D) model: first the major electrostatic contributions are included leading to a fast increase of BEc, whereas this growth is slower adding to the model region atoms farer from the Ti site. Unexpectedly, the
BE\textsuperscript{c}(HM) values for the larger clusters are found to be higher than the corresponding BE\textsuperscript{c}(ONIOM). This behavior is probably related to a bad compensation of the two layers; however it is worth to underline that also in these cases the energy difference between BE\textsuperscript{c}(HM) and BE\textsuperscript{c}(ONIOM) is below 3 kJmol\textsuperscript{-1}, a significantly small value thus allowing a proper comparison with the experimental values. Since dispersive forces are not included, the Ti-CHA - NH\textsubscript{3} interaction energy is underestimated in agreement with the previous literature.\textsuperscript{23,24} The situation totally changes as dispersions are included either empirically (B3LYP-D) or \textit{ab initio} (MP2): a significant increase of the BE\textsuperscript{c} is observed in both cases, already with the smaller clusters. The difference between the BE\textsuperscript{c}(HM) computed at B3LYP-D//B3LYP\textsubscript{CRY} and at B3LYP represents the purely dispersive contribution to the Binding Energy: the value of 23.4 kJmol\textsuperscript{-1} obtained for the smaller cluster (F9) reaches the 34.3 kJmol\textsuperscript{-1} for the bigger one (F55), with an increase of 10.9 kJmol\textsuperscript{-1}. By comparison, the dispersive contribution calculated on the BE\textsuperscript{c}(LR) is 37.5 kJmol\textsuperscript{-1}: such result demonstrates that the F55 fragment is sufficiently big to take into account the 91\% of the total dispersive contribution, indeed effectively describing the NH\textsubscript{3} adsorption on Ti-CHA (even with a cluster approach). The results achieved by MP2 method are of the same magnitude of B3LYP-D (being the BE\textsuperscript{c} in average 0.5 kJmol\textsuperscript{-1} lower), thus confirming the reliability of the semiempirical accounting of dispersions.

Since the central role of dispersive interactions (as well the reliability of their semiempirical evaluation through the Grimme GD2 scheme) was demonstrated, they were systematically included in the adsorption calculation reported hereafter. As previously mentioned, the adsorption of NH\textsubscript{3} and H\textsubscript{2}O was studied, considering for both molecules a single and a double coverage of the Ti site. The principal outcomes of the calculations are listed in Table 5.4. The first important information is related to the cell volumes: as previously discussed, the insertion of Ti in the CHA siliceous framework leaded to a
realistic increase of the volume of 0.8%. Furthermore, the volume changes upon adsorption are rather small, with the only exception of the double NH$_3$ adsorption: in the latter case the volume is surprisingly reduced down to the values of the bare CHA.

**Table 5.4** Main geometrical features (cell volumes, average Ti-O distances and Ti-Ligands distances) and BSSE corrected Binding Energies (BE$^c$), Deformation Energies (DE) and Binding Energies for the already deformed monomers (BE$^{defc}$) for the considered periodic models. Distances are given in Å, angles in °, volume in Å$^3$, energies in kJmol$^{-1}$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Volume</th>
<th>$&lt;\text{Ti} - \text{O}&gt;$</th>
<th>Ti – L$^1$</th>
<th>Ti – L$^2$</th>
<th>BE$^c$</th>
<th>DE</th>
<th>BE$^{defc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHA</td>
<td>3180</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ti-CHA</td>
<td>3204</td>
<td>1.799</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ti-CHA + H$_2$O$^1$</td>
<td>3208</td>
<td>1.820</td>
<td>2.379</td>
<td>-</td>
<td>50.8</td>
<td>-35.8</td>
<td>86.7</td>
</tr>
<tr>
<td>Ti-CHA + H$_2$O$^2$</td>
<td>3201</td>
<td>1.850</td>
<td>2.263</td>
<td>2.330</td>
<td>45.7</td>
<td>-32.2</td>
<td>78.0</td>
</tr>
<tr>
<td>Ti-CHA + NH$_3$$^1$</td>
<td>3202</td>
<td>1.829</td>
<td>2.328</td>
<td>-</td>
<td>69.6</td>
<td>-48.3</td>
<td>118.0</td>
</tr>
<tr>
<td>Ti-CHA + NH$_3$$^2$</td>
<td>3183</td>
<td>1.861</td>
<td>2.343</td>
<td>2.307</td>
<td>52.2</td>
<td>-62.4</td>
<td>114.6</td>
</tr>
</tbody>
</table>

Looking at the local environment of Ti upon adsorption, the Ti-O average distance is significantly close to the experimental values: in the case of ammonia, the double adduct shows a better agreement with the EXAFS data (1.88 Å)$^{19,20}$; conversely for water the better result is achieved by the single adduct (experimental distance: 1.82).$^{19,25}$ However, the general description of the Ti-site local environment is quite reliable and phenomenologically sound. Considering the Ti – L distances, in the case of H$_2$O a peculiar behavior is observed when the second molecule is adsorbed on the site: in fact the Ti – L$^1$ distance is reduced, becoming smaller than the Ti – L$^2$ one. This result can be explained considering the formation of a hydrogen bond among the first ligand and a framework oxygen atom, following the framework deformation induced
by the second adsorption. Conversely for NH$_3$ a slight increase of Ti – L$^1$ is observed upon the second adsorption, whereas the Ti – L$^2$ is shorter than the previous: in this case the second adsorption induces a sudden change in the system, as also the unexpected volume reduction suggests. The addition of a second NH$_3$ molecule is probably able to significantly detach the Ti from the framework, as the considerable increase in the average Ti-O distances testifies. The framework response to this “detachment” is represented by a partial recovery of its original, siliceous structure as the volume contraction to values proper of CHA model suggests. Further insights arose from energetic considerations: additionally to the Binding Energies, also the Deformation Energies (DE) and the Binding Energies for the already deformed monomers ($BE^{defc}$) were computed. The relation among the three energetic values is given in Equation 5.4.

$$BE^c = DE + BE^{defc}$$  \hspace{1cm} (5.4)

The former takes into account the energy cost of the monomers deformation while forming the adducts, the latter represents the pure interaction contribution to the $BE^c$ (since the deformation contribution is subtracted). The obtained $BE^c$ values were compared with experimental results: it is worth to underline as a proper comparison should be performed with calculated enthalpies, thus requiring a full frequency calculation in order to estimate the zero point energy, the thermal energy and the $pV$ contributions. This type of calculation is extremely demanding in terms of computational resources, since the vibrational frequency have to be determined numerically within the CRYSTAL14 code. Therefore, in first approximation, the comparison of experimental heats of adsorption with computed $BE^c$ has been considered satisfactory. Anyway the $BE^c$ values quantitatively approached the calorimetric data: referring to the data of Bolis and coworkers on NH$_3$ adsorption,$^{19,20}$ a
heat of adsorption of 66 kJmol$^{-1}$ is expected for a single adsorption whereas a slightly lower one (55 kJmol$^{-1}$) is ascribed to the second on. The computed binding energies (69.6 kJmol$^{-1}$ for single and 52.2 kJmol$^{-1}$ for double adsorption respectively) are for the first time approaching the experimental values. Similarly, the value expected for water adsorption (of about 50 kJmol$^{-1}$) is correctly reproduced.\textsuperscript{47} Considering the DE and $\text{BE}^{\text{defc}}$, as already commented in relation to geometrical parameters, the trends observed for water and ammonia adsorption are substantially different. For H$_2$O both DE and $\text{BE}^{\text{defc}}$ decrease upon the second adsorption: the first molecule causes the major deformation of the framework and strongly interacts with the Ti, whereas the second one requires lower deformation energy but also interacts weaker. For NH$_3$ the second adsorption conversely produces a larger DE: since the Ti moiety moves to “quasi-extraframework” position, the whole zeolite framework is partially reconverted to a pure-siliceous like structure. Furthermore the second NH$_3$ molecule stabilizes the new local structure of the Ti: the $\text{BE}^{\text{defc}}$ computed upon the second adsorption is in fact only slightly reduced with respect to the one of the first adsorption.

A more sophisticated test was performed considering the adsorption of two more complex organic molecules: acetonitrile and acetone. In particular, the use of the nitrile and the carbonyl moieties as vibrational probes was investigated: these functional groups, thanks to their slight basicity, can interact with Lewis acid sites (\textit{i.e.} Ti ones). As the molecules are adsorbed, the C≡N and the C=O bonds are polarized, thus the related vibrational modes are perturbed becoming a clear fingerprint for the type of involved Lewis site. The adsorption of such molecules probed by vibrational spectroscopies (usually FTIR) is indeed a powerful technique in surface characterization of acid materials. The coupling of experimental with simulated data is furthermore really informative, since it makes possible a precise interpretation of
The adsorption of a single molecule of acetonitrile/acetone on the Ti site of Ti-CHA was thus performed: as for water and ammonia, the adsorbate were described by an Ahlrichs TZV(2d) basis set (TZV for H). The structures were relaxed and vibrational frequencies were then computed: since the moieties of interest for vibrational simulation are the adsorbates, a fragment approach including the molecules was exploited in order to reduce the computational cost. The comparison of the experimental results obtained on TS-1 through FTIR spectroscopy and the computed frequency shifts is outlined in Figure 5.4.

**Figure 5.4** FTIR spectra (black lines) of a) acetonitrile; and b) acetone adsorbed on TS-1 from vapor phase. The zero of frequency scale was set in correspondence of the signals from the gas phase, isolated molecules (acetonitrile 2265 cm\(^{-1}\), acetone 1745 cm\(^{-1}\)). The red vertical bars show the calculated shifts (with respect to the isolated molecules) from B3LYP-D simulations.

The computed peak shifts for the C≡N and C=O stretching modes are in good agreement with the experimental findings: in the case of acetonitrile the simulated shift of +33 cm\(^{-1}\) closely approaches the measured value of +37 cm\(^{-1}\), also improving the quality of computational prevision with respect to previous studies. The other features observed upon acetonitrile adsorption are instead ascribed to the physisorbed molecule (no shift) and to the
molecule interacting with hydroxyl groups (+11 cm$^{-1}$), indeed not described by the model employed in the calculation. The case of acetone is less trivial to be commented, since specific data on TS-1 are not reported in the literature. However, a number of studies dealt with metal sites supported on silica (e.g. Zr, which is expected to show a behavior ascribable to the Ti one), demonstrating that shifts in the order of -40-50 cm$^{-1}$ can be assigned to the interaction of acetone with these Lewis acid sites. The calculation showed a good agreement with a component of the complex spectrum reported in Figure 5.4b, showing a shift of -40 cm$^{-1}$ (equal to the calculated value). Concerning the other signals, the band at -26 cm$^{-1}$ can be ascribed to the liquid-like acetone condensing in the zeolite pores, whereas the maximum shifted of -50 cm$^{-1}$ can be compatible with acetone adsorbed on hydroxyls.

The dataset of geometrical and energetic results obtained upon adsorption of NH$_3$ and H$_2$O, as well as the simulation of vibrational properties of adsorbed acetonitrile and acetone, demonstrates the reliability of Ti-CHA as model system for the most complex TS-1. Because of this, the model was exploited for the evaluation of other properties, mostly related to the TS-1 spectroscopy: in particular vibrational and electronic features were evaluated.

5.3 Modeling the TS-1 spectroscopic features through the Ti-CHA model: vibrational and electronic properties

In Chapter 4 the peculiar spectroscopic fingerprints of TS-1 have been introduced and widely discussed. From the computational side, the possibility to simulate these observables is really interesting since modeling can be exploited in order to shed light on the open questions related to the Ti speciation in defective TS-1 samples. The first step was however to model the spectroscopic properties of the perfect Ti-CHA model: in this regard, the comparative view with the siliceous CHA is really informative. The calculated
Raman spectra and the bands schemes (accounting for electronic properties) for CHA and Ti-CHA are compared in Figure 5.5.

![Figure 5.5](image)

**Figure 5.5** Calculated a) Raman spectra; and b) bands structure of CHA (black lines) and Ti-CHA (Si/Ti = 47, red lines). The dotted orange line in the band diagrams shows the position of the Fermi level.

The vibrational datum is in line with experimental expectations: the bare CHA presents the typical Raman features of a zeolite, showing in the low frequency region a doublet of sharp peaks typical for its specific topology (ascribed to the collective vibrations of the 4- and 6- members rings of sodalite building blocks) and at higher frequencies the fingerprints of symmetric (∼ 800 cm⁻¹) and antisymmetric (∼ 1200 cm⁻¹) Si-O-Si stretching modes. As Ti is inserted these features are mostly unaltered in terms of frequency shift, whereas relative intensities are more affected: the latter fact can be probably ascribed to the different symmetry adopted in the calculation of the CHA (R₃m) and Ti-CHA (P1), indeed resulting in a different polarization tensor for the siliceous portion of the materials. However the major difference, as underlined in the inset of Figure 5.5a, is the appearance of four peaks in the 1200-900 cm⁻¹ region: these are straightforwardly ascribed to the vibrational modes of Ti-O-Si.
stretchings.\textsuperscript{53} In detail, the bunch of bands with barycenter at 970 cm\textsuperscript{-1} is assigned to the antisymmetric stretching modes (experimentally expected at 960 cm\textsuperscript{-1}), whereas the symmetric one generates the peak 1130 cm\textsuperscript{-1} (being its experimental frequency 1090 cm\textsuperscript{-1}). Even if an overestimation of the vibrational frequencies is observed, the interpretation of the computed spectrum is univocal. Moving to the electronic features (Figure 5.5b), both CHA and Ti-CHA valence and conduction bands are superimposed along the simple path chosen in the simulation. The bands schemes have been aligned to the top of the Valence Band states, belonging to framework oxygen atoms, in order to facilitate the comparative view of the band diagrams. The key difference is observed close to the bottom of conduction band, where 5 states are located upon Ti insertion. Considering the absence of dispersion along the path, these can be assigned to the localized $d$ orbitals of Ti, also showing the expected $e-t_2$ splitting for a tetrahedral ligands field. Owning the band structure, it is really interesting to infer the origin of the peculiar electronic transition related to the tetrahedral Ti center: this is typically described in the literature as a Ligand to Metal Charge Transfer (LMCT) from the oxygen atoms bonded to the Ti toward the metal site.\textsuperscript{47,54,55} Looking at the band diagram, however, the top of the valence band is rich of states: in order to clearly assign them, the DOSS (projected for the Ti and its neighbor O) was computed. The result is shown in Figure 5.6. The isolated states observed just below the conduction band are univocally ascribable to Ti as previously inferred, whereas some interesting consideration can be stated on the role of the neighbor O atoms according to their projected DOSS: these are (even if only partially contributing) to determine the DOSS at the top of the valence band. Thereby the possibility to have a molecular-like LMCT transition from O surrounding the Ti to the metal center is possible according to the model. However, taking into account the mismatch between the total DOSS and the
projected one on Ti first neighbors, the contribution of more distant O atoms cannot be excluded \textit{a priori}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5_6.png}
\caption{Total DOSS (black line) for the bare Ti-CHA and its projected components for Ti (cyan line) and its four neighbor O (summed together, red line).}
\end{figure}

In order to quantitatively analyze the electronic properties of CHA and Ti-CHA, a crude estimation of the band gaps was performed considering a vertical transition among the valence band and the lowest unoccupied state: the lower energy band gaps computed through this approach are 9.46 eV for CHA and 6.96 eV for Ti-CHA respectively. In comparison with experimental values (5.3 eV, available only for Ti-CHA), the computed gaps are largely overestimated: according to Harrison and coworkers,\textsuperscript{56} B3LYP is expected to give a much better description of band gaps for common semiconductors, with an average error of 0.3 eV (vs a mismatch of 1.7 eV achieved through the calculation on Ti-CHA). The reasons for this deviation could be various, arising from both computational and/or experimental issues. With respect to the simulation, it is worth to underline that the present calculation have been performed including dispersive forces, not accounted for Ref. 56: since geometries can vary significantly upon the inclusion of the dispersive term, the band gaps prediction capability of B3LYP could be altered in a relevant extent. Furthermore the band gap evaluation based on vertical transitions is rather
rough, since it doesn’t take into account the relaxation of electronic structure upon excitation: if this is pronounced for Ti-CHA (more than for the semiconductors studied by Harrison), the computed property will be poorly descriptive of the real system. Another issue is that a correct experimental evaluation of the band gap for TI-CHA is possibly biased by the closeness of its optical absorption to the upper limit (in terms of energy) of the measurable region in conventional instruments. The apparently peaked shape of the band can be ascribed to the loose in efficiency of the detector while progressively entering the UV region, indeed the maximum of the absorption could be locate at higher energies (inaccessible with laboratory equipment). In this regard, an experimental proposal has been submitted to the Elettra Synchrotron: the purpose of the experiment will be the evaluation of the optical properties of Ti-CHA and TS-1 in the vacuum-UV energy range (below 200 nm, above 6 eV) exploiting the features of the BEAR beamline (CERIC proposal n. 20167001, “Vibrational, electronic and structural characterization of Ti-zeolites with increasing defectivity”).

From these preliminary tests, vibrational properties seem to be more suitable in the identification of Ti species through simulation with respect to electronic, band gaps based ones. However, always taking into account the considerable size of the model, some considerations on the computational cost of the two strategies are compulsory. The calculation of vibrational frequencies is in fact very demanding in terms of computational resources: in the example showed here, the calculation of the Raman spectrum starting from the optimized Ti-CHA model required about 42000 CPU hours to be completed. Conversely, the presented calculation of band structure (involving 60 point along the selected path and 50 crystalline orbitals) requires only 55 CPU hours, indeed being an almost costless method. Moreover, as will be readily shown, the band gap data can be interpreted in relative terms rather than in absolute ones, giving thus a realistic description of the Ti-CHA system transformations.
In this regard, the effect of water and ammonia adsorption on the band gap was evaluated in comparison to experimental data: the set of results is reproduced in Figure 5.7.
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**Figure 5.7** Bands structure of: a) bare Ti-CHA; b) Ti-CHA+2H₂O; and c) Ti-CHA+2NH₃. In panel d) the experimental optical spectra of Ti-CHA as such (red line) and contacted with excess water (blue line) and ammonia (green line) are reported. The dotted orange line in the band diagrams shows the position of the Fermi level.

The band structures were computed only for the maximum coverage (i.e. two molecules per Ti site) models, in order to have a proper comparison with the experimental data. The adsorption processes lead to a clear modification of
the band structure: first of all, the levels ascribed to titanium \( d \) orbitals changes, as the coordination sphere of the Ti site is modified from tetrahedral to octahedral, as explained by crystal field theory. Also the \( \Delta_T \) and \( \Delta_O \) values (the energy splitting among the \( e-t_2 \) and the \( t_{2g}-e_g \) orbitals respectively) consistently increases, \textit{e.g.} from \( \Delta_T = 1.12 \) eV (Ti-CHA) to \( \Delta_O = 1.61 \) eV (Ti-CHA+2H\(_2\)O) in the case of water adsorption. However the theoretical ratio \( \Delta_T / \Delta_O = 0.444 \) (4/9) is not achieved, resulting to be about 0.69. This means that the octahedral stabilization cannot be completely reached, probably according to the big distortion of the coordination sphere (the Ti–Ligand distance is \( \sim 0.5 \) Å longer than the Ti–O one). Interestingly, also the valence band revealed a relevant perturbation upon adsorption: some isolated stated are clearly introduced on top of the dense band formed by the framework O states, which are simultaneously destabilized with respect to the bare Ti-CHA. The isolated states can be ascribed to the presence of the HOMO levels of the adsorbed molecules, on the basis of the Density Of States (DOSS) diagrams reported in Figure 5.8.

![Figure 5.8](image-url)  
**Figure 5.8** Total DOSS (solid lines) for the bare Ti-CHA (red line), Ti-CHA+2H\(_2\)O (blue line) and Ti-CHA+2NH\(_3\) models at the top of valence band. The dotted lines represent the projected DOSS for the ligands anions (O, blue line, or N, green line).

The experimental red-shift of adsorption bands of Ti-CHA upon adsorption of basic molecules is thus ascribable to the narrowing of the band gap
consequent to the complex rearrangement of the energy levels upon adsorption. The stabilization of the $d$ states of Ti, the destabilization of the valence band O states and the introduction of molecular levels on top of the latter are acting together in this direction.

Moving to more quantitative considerations, the simulated band gaps (evaluated as vertical transitions at the $\Gamma$ point) were compared with the experimental ones extrapolated from optical absorption measurements through the Tauc plot method for direct band gaps.\textsuperscript{58} As in the case of bare Ti-CHA previously discussed in this chapter, the direct comparison of absolute band gap values is not meaningful since the values from simulations are largely overestimating the observable property: therefore a relative comparison has been performed, considering the extent of the band gap red-shift upon adsorption for both experimental and simulated data. The results of such approach are reported in Table 5.5.

\textbf{Table 5.5} Simulated vs experimental band gaps ($E_g$) for Ti-CHA and its H$_2$O and NH$_3$ biadducts. The shifts of the absorption edge upon adsorption ($\Delta E_g$) are reported as well.

<table>
<thead>
<tr>
<th></th>
<th>Ti-CHA</th>
<th>+2H$_2$O</th>
<th>+2NH$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g$ calc (eV)</td>
<td>6.96</td>
<td>6.51</td>
<td>6.34</td>
</tr>
<tr>
<td>$E_g$ exp (eV)</td>
<td>5.3 $\pm$ 0.2</td>
<td>4.8 $\pm$ 0.1</td>
<td>4.8 $\pm$ 0.1</td>
</tr>
<tr>
<td>$\Delta E_g$ calc (eV)</td>
<td>-0.45</td>
<td>-0.62</td>
<td></td>
</tr>
<tr>
<td>$\Delta E_g$ exp (eV)</td>
<td>-0.5 $\pm$ 0.2</td>
<td>-0.5 $\pm$ 0.2</td>
<td></td>
</tr>
</tbody>
</table>

The agreement of the simulated band gaps variations upon adsorption with experimental ones is rather good: the computed values are in fact included in the error bar of measured ones. Thereby, even if through a rough methodology, the band gap shift related to Ti species (with respect to the perfect tetrahedral one) are a reliable marker in the assignment of experimental electronic transitions to a supposed structural model.
According to this last possibility, the same methodology was applied to some hypothetical Ti defective structures in order to (eventually) assign the origin of the defects electronic transitions to a given structure: in fact, as extendedly discussed in Chapter 4, some real samples show peculiar families of defective Ti sites with well defined optical properties. In particular, in relation to the available set of samples, an important feature is the electronic transition falling at 270 nm (4.59 eV), which structural origin is still object of debate. As already inferred by experimental works, this optical absorption could be ascribed to a Ti moiety showing a higher coordination with respect to the perfect tetrahedral sites, i.e. penta- or octahedral.\textsuperscript{5,54,59–61} The simplest models of higher coordination Ti sites can result from the breaking of Ti-O framework bonds and the addition of water molecules, giving rise to a titanol and a silanol (still interacting with the Ti site) for each Ti-O bond broken. Pentahedral coordination can be achieved by breaking a single Ti-O bond, whereas double breaking leads to the octahedral structure. The local environment of Ti in such models is sketched in Figure 5.9.
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**Figure 5.9** Structures of hypothetical Ti defective sites with higher coordination, obtained through a) single and b) double hydrolysis of the perfect tetrahedral site.

The two defective structures described above were introduced in the supercell model previously presented and geometry relaxation was performed: these will be labeled as Ti(OH)-CHA and Ti(OH)\textsubscript{2}-CHA respectively. The stability of the defective structures was evaluated computing the energy for their conversion
in the correspondent Ti-CHA+nH₂O adducts (being \( n = 1 \) for \( \text{Ti(OH)}-\text{CHA} \) and \( n = 2 \) for \( \text{Ti(OH)}_2-\text{CHA} \)), \( i.e. \) the hypothetical reaction of Ti-O-Si bridge(s) closure upon H₂O elimination occurring during the Ti-zeolite synthesis. The reaction schemes adopted are the following:

\[
\begin{align*}
\text{Ti(OH)}-\text{CHA} & \rightarrow \text{Ti-CHA} + \text{H}_2\text{O}_{\text{add}} \\
\text{Ti(OH)}_2-\text{CHA} & \rightarrow \text{Ti-CHA} + 2\text{H}_2\text{O}_{\text{add}}
\end{align*}
\]

Thus the reaction energies are computed as:

\[
\begin{align*}
\Delta E_{\text{penta}} &= E(\text{Ti-CHA} + \text{H}_2\text{O}_{\text{add}}) - E(\text{Ti(OH)}-\text{CHA}) \\
\Delta E_{\text{octa}} &= E(\text{Ti-CHA} + 2\text{H}_2\text{O}_{\text{add}}) - E(\text{Ti(OH)}_2-\text{CHA})
\end{align*}
\]

The computed values for \( \Delta E_{\text{penta}} \) and \( \Delta E_{\text{octa}} \) were -33.8 kJmol\(^{-1}\) and -97.7 kJmol\(^{-1}\) respectively: the existence of both structure is thus rather improbable according to the energetic information only, since the Ti-CHA+nH₂O adducts are more stable than the considered defects. However, as already mentioned in this chapter, a proper energetic evaluation must be performed through thermodynamic functions, \( i.e. \) the enthalpy or the Gibbs’s free energy. Furthermore the simulated reactions don’t take into account the complexity of the synthetic environment: TS-1 synthesis is in fact performed in hydrothermal conditions, thus under high temperature/pressure and in presence of excess water and other possible ligands (bases, templating agents).\(^{62}\) Thereby, even preliminary data suggest these defects to be thermodynamically unstable, their formation under harsh conditions (and/or driven by kinetic forces) cannot be excluded \( a\ priori \). The electronic features of the defective structures were computed: the corresponding band diagrams are reported in Figure 5.10. The creation of the defect, followed by the change in the ligand field of Ti, is accomplished by the expected swap in the order of the \( d \) orbitals: in the pentahedral defect the band gap is slightly affected by this, whereas in the
octahedral one the lowest unoccupied $d$ orbital rises in energy with respect to the perfect site. However, a number of states are introduced on the top of the valence band, helping in sharpening the gap.

**Figure 5.10** Bands structure of: a) bare Ti-CHA; b) TiOH-CHA; and c) Ti(OH)$_2$-CHA. The dotted orange line in the band diagrams shows the position of the Fermi level.

Coming to quantitative considerations, the calculated vertical band gaps at the $\Gamma$ point are 6.80 eV and 6.63 eV for the penta- and the octahedral defects respectively. This means that the gap shifts with respect to the perfect site are -0.16 eV and -0.33 eV: in comparison with the experimental value (-0.80 eV), these values are rather small, thus most probably the proposed structures do not represent the real defective site.

Since the isolated defective sites did not allowed to explain the origin of the peculiar electronic transition, thereby a model based on polymerized Ti species was chosen. In detail, a convenient structure was found in the ETS-10 zeolite, a wide porosity material which main peculiarity is the presence in the structure of polymerized octahedral Ti linear chains.$^{63,64}$ The residual negative charge of the framework is balanced by extaframework cations (typically Na$^+$ and/or K$^+$). This structure can represent a particular model of defect with
chained Ti species and, interestingly, it possesses an optical absorption peaked at 4.4 eV, relatively close to the defect one showing a maximum at 4.59 eV. In particular, such electronic transition was related to the Ligand to Metal Charge Transfer (LMCT) from O to Ti along the direction parallel to the octahedral Ti chain, indeed being delocalized and red-shifting with respect to isolated species. The ETS-10 (Na$^+$ form) structure was relaxed and the band structure was simulated: results are reported in Figure 5.11.

![Figure 5.11](image)

Figure 5.11 Bands structure of: a) Ti-CHA; and b) ETS-10. The dotted orange line in the band diagrams shows the position of the Fermi level.

According to the band structure, ETS-10 shows a narrower band gap, calculated to be 5.24 eV. Again the transition red-shift with respect to the perfect Ti sites of TS-1 was computed, giving a value of -1.72 eV: even if the agreement with the experimental datum (-1.42 eV) is somehow less good with respect to the small molecules adsorption case, however it is reasonable taking into account that two different models are compared. The key information from ETS-10 band gap is furthermore relevant in terms of comparison with defective sites: the periodic octahedral Ti chains give rise to an electronic transition characterized by relevantly lower energy, falling in the neighborhood
of the defects one. Thereby the correct structural model for defects could be represented by confined chains of Ti polyhedra, or maybe by kind of titania clusters. Reducing the dimensionality, the consequent quantum confinement will result in a lower red shift of electronic transitions, thus closely relating to the defective species experimentally observed. The construction of new defect models, based on the findings of this preliminary study, will represent the natural continuation of such research line: as the right structures will be obtained, the final crosscheck will be represented by the calculation of their vibrational properties, indeed more precise in confirming the goodness of the adopted models.
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Conclusions

The present thesis stressed the complexity of the Raman approach toward zeolites characterization, strongly based on the availability of dedicated setups allowing their analysis. The application field of Raman was in fact rather limited concerning zeolites, since the overlap of several problems. Among these, fluorescence, time resolution and sample damaging induced by the excitation sources (i.e. lasers) are the most insidious and complex to face: these are in fact strongly interconnected each others, and the solution of one of them often results in a detrimental effect on the others.

A key point of this thesis work was the development (followed by a rigorous testing activity) of dedicated measurements setups, able to “mediate” among the listed drawbacks. Even if the obtained solution is a kind of best compromise, it represents a considerable step forward in the Raman characterization of zeolites, indeed opening to their study in complex experimental conditions such as \textit{in situ} and \textit{operando}.

Because of the previous limitations, Raman and UV-Raman spectroscopies of zeolites are still open research field for a mature class of materials, as testified by the various examples presented along the chapters of this thesis. The results on acid zeolites demonstrated as Raman can still say something new, \textit{e.g.} on the bare ZSM-5, a catalyst deeply characterized for over 40 years. Furthermore, the study on MTH reaction is of absolute relevance, since a “new eye” can represent a helpful tool in elucidating the complexity of this catalytic process. The same consideration stands for Ti zeolites: despite their simple structure and univocal features, their understanding decreases as much as these start to deviate from their perfection. Defectivity in TS-1 is an open topic where few experimental evidences accounts for a zoo of possible species: the additional clues from
Raman (possibly coupled with sophisticated experimental designs) are a step forward toward the comprehension of this intriguing topic. In this regard, the coupling of Raman and simulation techniques can be the trump card in order to give a final statement on structure and properties of the defective Ti sites. Because of the rigorous preparatory work on models and computational methods, simulation progresses are still a little behind the experimental ones: however a robust, ready-to-use set of tools has been developed, thus opening to the achievement of new insights in the near future.

This thesis work indeed cannot be considered as the “final word” on the Raman characterization of zeolites, but just it “pierced the veil of Maya” toward the enrichment of the knowledge on a fundamental branch of catalysis.