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Abstract

Carbon monoxide (CO) is the second most abundant gas-phase molecule after molecular hydrogen (H₂) of the Interstellar Medium (ISM). In Molecular Clouds (MCs), an important component of the ISM, it adsorbs at the surface of core grains, usually made of Mg/Fe silicates, and originates Complex Organic Molecules (COMs) through the catalytic power of active sites at the grain surfaces. To understand the atomistic, energetic and spectroscopic details of the CO adsorption on core grains, we resorted to Density Functional Theory based on the hybrid B3LYP-D* functional inclusive of dispersion contribution. We modeled the complexity of interstellar silicate grains by studying adsorption events on a large set of infinite extended surfaces cut out from the bulk Mg₂SiO₄ forsterite, the Mg end-member of olivines (Mg₂₋ₓFeₓSiO₄), also a very common mineral on Earth crust. Energetic and structural features indicate that CO get exclusively physisorbed, with binding energy values in the 23-68 kJ mol⁻¹ range. Detailed analysis of data revealed that dispersive interactions are relevant together with the important electrostatic contribution due to the quadrupolar nature of the CO molecule. We performed a full thermodynamic treatment of the CO adsorption at the very low temperature typical of the ISM as well as a full spectroscopic characterization of the CO stretching frequency, which we prove to be extremely sensitive to the local nature of the surface-active site of adsorption.

We also performed a detailed kinetic analysis of CO desorption from the surface models at different temperatures characterizing the colder regions of the ISM. Our computed data could be incorporated in the various astrochemical models of interstellar grains developed so far and thus contribute to improve the description of the complex chemical network occurring at their surfaces.
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1. Introduction

The observation of the Interstellar Medium (ISM) by means of rotational spectroscopic techniques was performed since the first half of the XX century, and has revealed, according to the Cologne database, the presence of more than 200 molecular species in the Molecular Clouds (MCs). These observations suggested the occurrence of different chemical processes with prebiotic implications, which are ultimately connected with the emergence of life on Earth (and maybe on other exogenous planets) since MCs are the cradle where star-forming processes occur. Moreover, the Solar System not only includes the presence of comets, asteroids and Kuiper belt-objects, but also suffers from a dust flux coming from the remote ISM. This dust is continuously falling on Earth with a density of about $10^{-6} \text{ m}^{-3}$. Specifically, one hypothesis is that amino acids precursors, or even amino acids themselves, can form in MCs under suitable conditions. As an example, aminoacetonitrile $\text{H}_2\text{NCH}_2\text{CN}$, the precursor of glycine, was identified in Sgr B2, a giant MC localized at the center of the Milky Way.

The IR observations of MCs have also suggested the presence of a small fraction of solid, dust-like material whose exact composition is still a current matter of debate. IR telescope observations support the presence of solid materials in MCs. The 9.7 $\mu$m and 18 $\mu$m absorption bands are particularly important as they are associated with the Si-O stretching and O-Si-O bending modes, suggesting the presence of silicates, mainly olivines $\text{Mg}_{2x}\text{Fe}_{2-2x}\text{SiO}_4$. The broadness of these two features leads to hypothesize that the structure of such grains is dominated by an amorphous phase, although it is also speculated that $\sim 5\%$ of the grain population is crystalline, and in other environments (e.g., circumstellar and protostellar disks, comets and interplanetary medium) even greater. Moreover, crystalline silicates are expected to be larger in size than amorphous ones and could have formed through coagulation of smaller particles. In MCs, these two class of refractory materials are covered in ice mantles which are built up by the freeze-out of gas-phase species, and also by the in-situ formation of molecules, on the cold dust grain surfaces. The composition of the ices can be elucidated by their infrared spectroscopic features.
general, $\text{H}_2\text{O}$ is the most abundant constituent of the mantles, which is clearly featured by its 3.0 $\mu$m and 6.00 $\mu$m bands associated with the O-H stretching and H-O-H bending modes. Nonetheless, mantles also contain other species, and hence that they are also usually referred to as “dirty ices”; i.e., CO (4.67 $\mu$m), CO$_2$ (4.27 and 15.2 $\mu$m), CH$_3$OH (3.54 and 9.75 $\mu$m), NH$_3$ (2.97 $\mu$m) CH$_4$ (7.68 $\mu$m), H$_2$CO (5.81 $\mu$m).\textsuperscript{10}

Since H is the most abundant species in the ISM, the actual composition of a particular ice mantle depends on the H/H$_2$ ratio where it is formed. In regions where this ratio is greater than 1, reactive species such as O, N and C are readily hydrogenated thus forming hydride-rich ices (i.e., H$_2$O, NH$_3$ and CH$_4$). In contrast, if the H/H$_2$ is significantly less than 1, the reactive species are free to interact with other species forming molecules such as CO, CO$_2$ or N$_2$. Thus, two qualitatively different types of ice matter can be produced: with high or with low dipole moment species, usually referred to as polar or apolar ices, respectively.\textsuperscript{11} It is worth mentioning that even in the apolar ices, H$_2$O is a prominent species at least in the very first layers covering the silicate core, which are expected to be composed by hydrogenated species.\textsuperscript{9,12} For these apolar ices, CO is usually the second most abundant solid phase species,\textsuperscript{11} even if it has been reported that around some sources, solid CO becomes the most abundant species (up to 85% with respect to solid H$_2$O).\textsuperscript{9} The CO IR features in ices with high percentages of CO are perturbed by interaction with other apolar species (e.g., CO$_2$) and not by H$_2$O thus suggesting the formation of apolar islands within the ice mantle.\textsuperscript{9} In our opinion, such great abundances (with respect to H$_2$O) together with the fact that CO is the second most abundant gas-phase species could justify a theoretical investigation of the interaction between CO molecules and olivines surfaces.

Grain surfaces have also a role of paramount importance in the chemical evolution of space: they can act as catalysts in the formation of both simple and more evolved molecular species, including the Complex Organic Molecules (COMs). For example, there is general consensus that H$_2$, the most abundant species in the Universe, can form at these surfaces and not via symmetry-prohibited, direct gas-phase collision reactions.\textsuperscript{13} Formation of COMs, such as carbonyl species, alcohols or
even amino acids precursors would occur by involving other simple but reactive molecules such as carbon monoxide (CO), the second most abundant gas-phase species in the ISM.² Hence, a detailed study of the mechanisms underlying the interaction of (covered) silicate grains and CO may improve our knowledge about the chemical processes occurring in MCs.

Laboratory experiments¹⁴–²³ can hardly reproduce the MCs physical features (very low temperatures and atomic densities), thus Quantum-Mechanical (QM) methods represent a powerful alternative to simulate chemical processes occurring in MCs. A comprehensive knowledge of olivine surface energetics and morphology at the atomic level is of extreme importance to understand the true nature of these processes and, more generally, all processes involving the olivine interface. Several studies at different computational level have been conducted in order to investigate possible formation, adsorption and desorption of small organic and inorganic molecules such as ammonia,²⁴ glycine,²⁴ carbon dioxide,²⁵ hydrogen,¹³,²⁶–³¹ water.²⁴,²⁵,³²–⁴⁰ Only a few of them have dealt with the problem of olivine’s morphology⁴¹–⁴⁶ together with a complete QM level of treatment.¹³,⁴³–⁴⁶ Furthermore, to the best of our knowledge, no theoretical works dealing with the adsorption of CO on olivine surfaces can be found in the literature.

For these reasons, in this work, we have modeled the adsorption of CO on the end-member of olivine, i.e. crystalline forsterite (Mg₂SiO₄) surfaces by means of the Density Functional Theory (DFT), aiming to contribute to the understanding of interstellar gas-grain phenomena by providing a reliable theoretical background. We assume a crystalline nature of the interstellar grain core, well aware that the dominant phase is amorphous. Obviously, when compared to the unknown nature of amorphous silicate grain structure, crystalline models ensure a well-defined structure derived from the bulk silicate. We hope that this work can be useful to elucidate processes occurring at silicate surfaces in the very harsh condition characterizing the various regions of the ISM. Important progress in the modeling of amorphous grains, albeit of very small size, is the work leaded by S. Bromley.⁴⁷
2. Computational Details

We performed all calculations with a developmental version of the periodic computational code CRYSTAL14\(^\text{48}\) and we only report the most relevant details leaving the more specific ones in the Supporting Information (SI). We used the hybrid B3LYP Hamiltonian,\(^\text{49–51}\) already shown to provide accurate results for the structural and dynamical properties of olivine end-members.\(^\text{52–55}\) To account for dispersion forces, in this work we used the D\(^*\) version, which is a modified Grimme’s D2 version,\(^\text{56–58}\) optimized for the B3LYP functional in molecular crystals by Civalleri et al.\(^\text{59}\)

CRYSTAL adopts Gaussian based functions and we used the same Gaussian-type basis set applied by Bruno et al.\(^\text{45}\) for forsterite bulk and slabs, while CO was dressed by the Alhrichs-TZV polarized basis sets (details in SI).\(^\text{60}\)

We adopted default values for the energetic thresholds controlling the accuracy in the evaluation of the Coulomb and exchange integrals. We used an extra-large grid to ensure a satisfactory accuracy in the numerically integrated electron charge density, as previously stated by Bruno et al\(^\text{45}\) and enough \(k\) sampling points to sample the Brillouin zone to ensure a good energy convergence (see SI).

Geometry optimizations of bulk and slabs adducts (forsterite surfaces + CO molecules) were performed following the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm\(^\text{61–64}\) and allowing only the atomic positions to relax (cells parameters were kept fixed to bulk values reported by Bruno).\(^\text{45}\) Symmetry was enforced during the bulk optimization only.

To assess the relative stability of the seven surface models, the surface energies \(E_S\) were computed as

\[
E_S = \frac{E_{\text{stab}} - 4E_{\text{bulk}}}{2A} \quad \text{Eq. 1}
\]

where \(E_{\text{stab}}\) and \(E_{\text{bulk}}\) are the DFT unit cell total energies. For a more detailed discussion on how to compute \(E_S\), the interested reader can refer to a previous work on surface modelling of bioceramics.\(^\text{65}\) The factor 4 accounts for the stoichiometric 4:1 ratio between slab and bulk.
For the optimized adduct structures, we computed the binding energies per adsorbed CO (BE), including dispersion and corrected for the Basis Set Superposition Error (BSSE)\textsuperscript{66,67} through the “Counterpoise” method (CP),\textsuperscript{68} as detailed in the SI.

On the optimized adduct structures, we restrict the calculation of the harmonic IR spectrum in Γ point\textsuperscript{69,70} to the CO molecule considered as a fragment (the surface/CO intermolecular modes are included) by diagonalizing the mass-weighted Hessian matrix.\textsuperscript{69} This strategy has been validated by our research group in the past and showed to be satisfactory.\textsuperscript{71,72} The IR intensity of each normal mode of vibration was computed using the Berry phase approach.\textsuperscript{73}

We scaled all frequencies values by the following scaling factor $s_{fac}$, derived by comparing the B3LYP harmonic frequency value for the isolated CO with the experimental one for CO in gas phase:

$$s_{fac} = \frac{\tilde{v}_{exp} \text{ (free CO)}}{\tilde{v}_{theo} \text{ (free CO)}} = \frac{2143 \text{ cm}^{-1}}{2201 \text{ cm}^{-1}} = 0.9736$$ \hspace{1cm} \text{Eq. 2}

This partially recovers the systematic errors associated with B3LYP method and corrects for anharmonicity, improving the comparison with experiment. For each optimized structure $i$, we computed the IR spectrum $S_i(\tilde{v})$ in the CO stretching region as a linear combination of Gaussian functions $G(\tilde{v} - \tilde{v}_j)$, each one centered at the $j$-th CO B3LYP scaled frequency value $\tilde{v}_j$. We arbitrarily chose a value of 15 cm$^{-1}$ as Full Width at Half-Maximum (FWHM). Finally, we weighted each band $j$ by the corresponding IR intensity ($l_j$):

$$S_i(\tilde{v}) = \sum_j l_j G(\tilde{v} - \tilde{v}_j)$$ \hspace{1cm} \text{Eq. 3}

The frequencies computed for the CO fragment allowed computing the desorption enthalpies variations at 0 K, through the standard statistical thermodynamics relation:

$$\Delta_{des}H(0) = -\Delta_{ads}H(0) = \text{BE} - \Delta\text{ZPE}$$ \hspace{1cm} \text{Eq. 4}
where $\Delta ZPE$ is the Zero-Point Energy correction. We neglect the $PV$ and the thermal factor terms,\textsuperscript{13} which, at the typical pressure characterizing MCs, are completely negligible.\textsuperscript{74} Therefore, Gibbs free energies coincide with Helmholtz free energies $\Delta_{ads}A$

$$\Delta_{ads}A(T) = -BE + \Delta ZPE + \Delta E(T) - T\Delta S(T) \quad \text{Eq. 5}$$

We outline that $\Delta ZPE, \Delta E(T)$ and $\Delta S(T)$ terms are evaluated only for the adsorbed CO molecules (see Surface free energies and adsorption free energies (Eq. 7 and 8) section of the SI for a complete justification).

We used the computed binding energies to evaluate desorption times ($t_{des}$) using Eyring equation. Thus, desorption times resulted as:

$$t_{des} = \frac{1}{k_B} \frac{h}{k_B T} e^{-\Delta_{ads}A/RT} \quad \text{Eq. 6}$$

To evaluate the stability of the surfaces in presence of adsorbed carbon monoxide, we computed the surface free energies $G_S$ according to the following expression:

$$G_S(T, P, \sigma) = E_S + \Delta \tilde{G}(T, P^\theta, \sigma)_{CO} - \sigma \left[ BE + RT \ln \left( \frac{P}{P^\theta} \right) \right] \quad \text{Eq. 7}$$

which is derived from first principle thermodynamics.\textsuperscript{75–85} $E_S$ is the surface energy computed according to Eq. 1, BE is the dispersion-BSSE-corrected binding energy per adsorbed molecule. $T, P$ and $P^\theta$ are the absolute temperature, the partial pressure of CO and the standard pressure (= 101 325 Pa). $\sigma$ is the surface density, \textit{i.e.} the number $n^\dagger = n/2$ of adsorbed CO molecules per unit cell divided by the unit area $A$ of the slab ($n$ total number of adsorbed CO molecules on both ends of the slab model). In $\Delta \tilde{G}(T, P^\theta, \sigma)_{CO} = \Delta G(T, P^\theta, n)_{CO}/2A$, $\Delta G(T, P^\theta, n)_{CO}$ is the Gibbs’s free energy correction for gaseous CO computed from statistical thermodynamics relations.

From Eq. 7, Gibbs’s free energy of CO adsorption becomes:

$$\Delta_{ads}G(T, P, n) = \Delta G(T, P^\theta, n)_{CO} - n \left[ BE + RT \ln \left( \frac{P}{P^\theta} \right) \right] \quad \text{Eq. 8}$$

Both Eq. 7 and 8 are based on the assumption of thermodynamic equilibrium among phases.\textsuperscript{79–82}

For a detailed discussion, see the SI.
3. Results and discussion

3.1 Forsterite surface models characterization

To start with, we borrowed both the forsterite bulk and surface models from Bruno et al.\textsuperscript{45} previous work at B3LYP (without Grimme’s correction for dispersive interactions) level of theory of the most natural occurring forsterite surfaces, \textit{i.e.} (010), (120), (101), (001), (111), (021) and (110). We re-optimized at B3LYP-D$^*$ level only the atomic positions keeping the cell parameters computed by Bruno et al. Results are summarized in Table 1, together with the experimental data\textsuperscript{86} and computed ones obtained by Escamilla-Roa at PBE level.\textsuperscript{24}

**Table 1.** Experimental and computed lattice parameters (Å) for forsterite bulk. The present work adopts the same cell parameters of Bruno et al. work.\textsuperscript{45} Percentage variations with respect to experimental values in parentheses.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental\textsuperscript{$^#$}</th>
<th>Escamilla-Roa\textsuperscript{$^$}</th>
<th>Bruno\textsuperscript{$^$}/This work (%Δ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>4.7490</td>
<td>4.81(1.3%)</td>
<td>4.7892 (0.8%)</td>
</tr>
<tr>
<td>$b$</td>
<td>10.1985</td>
<td>10.35(1.5%)</td>
<td>10.2539 (0.5%)</td>
</tr>
<tr>
<td>$c$</td>
<td>5.9792</td>
<td>6.06(1.4%)</td>
<td>6.0092 (0.5%)</td>
</tr>
</tbody>
</table>

\textsuperscript{$^\#$}: Boston.\textsuperscript{86}  
\textsuperscript{$^\$}: Escamilla-Roa et al.\textsuperscript{24}  
\textsuperscript{$^\$}: Bruno et al.\textsuperscript{45}

The models representing the seven surfaces (slab models) have resulted by properly cutting the optimized bulk structure, following the slab model approach, \textit{i.e.} without generating a perpendicular dipolar moment,\textsuperscript{87} or breaking the unity of the SiO$_4$ moiety, in agreement with previous computational works showing forsterite as an ionic material where the SiO$_4$ groups act as single anion entity.\textsuperscript{24,32–36,39,88–90} For a detailed discussion of how slabs models have been generated, see the original Bruno’s work.\textsuperscript{45} With local Gaussian basis set, there is no need to replicate the slab along the $c$ axis, as mandatory when adopting plane waves basis set. In this work we followed the same computational scheme by Bruno and coworkers, by further adding the Grimme’s corrections for dispersive interactions,\textsuperscript{56–58} as detailed in the Computational section. In practice, from the optimized slab structures, we computed the surface energies, the morphological relevance index (MRI, \textit{i.e.} the ratio, expressed as percentage, between the unit area of a single surface and the total...
area of the crystal) and, through the Wulff theorem, the equilibrium shape (ES) of the crystal at 0 K (Table 2 and Figure 2).

Figure 1 shows the structural features of forsterite bulk and slabs. Forsterite ($\text{Mg}_2\text{SiO}_4$), the Mg end-member of the olivines isomorphic solid solution ($\text{Mg,Fe}_2\text{SiO}_4$), belongs to $Pbnm$ space group (orthorhombic, $Z=4$, $a \neq b \neq c$, $a = \beta = \gamma = 90.0^\circ$). Its bulk structure is composed of a distorted hexagonally close-packed array of oxygen with 1/8 of the tetrahedral sites occupied by $\text{Si}^{4+}$ ($\text{SiO}_4$ units) and 1/2 of the octahedral sites occupied by divalent cations ($\text{Mg}^{2+}$) usually denoted as M1 and M2 ($\text{MgO}_6$ units). Of the two octahedral sites, the M1 site, which is more distorted and compact than M2 one, forms edge-sharing chains parallel to the $c$ axis. The adsorption surface sites for all the seven slab models are either $\text{Mg}^{2+}$ cations or oxygen atoms belonging to external $\text{SiO}_4$ groups. We labeled each site in alphabetic order following its $z$-coordinate value, from the most (highest $z$-coordinate) to the least (lowest $z$-coordinated) exposed (see Figure 1), in which the $z$-coordinate refers to the Cartesian axis perpendicular to the cut plane.

The seven surfaces are characterized by very different structural features (Table 2) and morphologies: some surfaces, such as the (010) and the (001) ones, show very compact structures with only a few exposed sites and very little surface area values, while others such as the (120), the (101), and the (111) ones present irregular morphologies, thus exposing several adsorption sites. Finally, the last two surfaces, (021) and (110), are characterized by very low-coordinated sites (Mg A for the first one and Mg A and Mg B for the second one) explaining their high surface energies (Table 2). The considered slab models did not exhibit defects, such as steps, corners, and vacancies. Nevertheless, as reported by King et al. for the water case, the energetics adsorption process is not influenced by such defects, but, rather, by the presence of exposed and low-coordinated Mg cations.
Figure 1. Forsterite bulk (top-left corner, unit cell borders in blue) and side views of the seven slab models. M1 and M2 indicate the Mg octahedral sites. The figure only shows few atomic layers, for sake of clarity. Mg cations available for adsorption are labeled in alphabetic order according to their z-coordinated. For the (120) and (110) surfaces, Mg D/E and Mg A/B are indicated as “D,E” and “A,B”, respectively, since they are eclipsed in this representation.

The surface energy values $E_S$ (at 0 K) according to Eq. 1 (Table 2) allow sorting the seven surfaces by their relative stability: the higher the surface energy, the less stable is the surface. Table 2 highlights the role of dispersion interaction on the $E_S$ values by comparing the B3LYP-D* data with the ones computed at B3LYP//B3LYP-D* (in parentheses), i.e. by single point energy evaluation at B3LYP on the B3LYP-D* optimized geometries. This comparison gives a measure of the role of dispersion on the final $E_S$ values. The stability order, at B3LYP//B3LYP-D*, is:

$$(010) < (120) < (101) < (001) < (111) < (021) < (110)$$

with the (010) being the most stable one. Data at B3LYP-D* follow the same order of stability, which also coincides with that computed by Bruno et al. (Table 2). To compute the MRI values and
the resulting equilibrium crystal morphology at 0 K (Figure 2) we used the $E_S$ values from B3LYP-D*.

Table 2. Structural and energetic features for the seven slab models. Cell parameters, $a$, $b$ and $γ$ (Å, degrees), $A$ (Å$^2$) surface unit cell area, $E_S$ (J m$^{-2}$) surface energy from Eq. 1 (values at B3LYP//B3LYP-D* in parentheses) and Morphological Relevance Index (MRI, see text for details). %Δ is the percentage variations between Bruno’s and the present B3LYP//B3LYP-D* values. The MRI for the present work is for $E_S$ at B3LYP-D*.

<table>
<thead>
<tr>
<th>(hkl)</th>
<th>Cell parameters</th>
<th>$E_S$</th>
<th>MRI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a$</td>
<td>$b$</td>
<td>$γ$</td>
</tr>
<tr>
<td>(010)</td>
<td>4.795</td>
<td>6.043</td>
<td>90.0</td>
</tr>
<tr>
<td>(120)</td>
<td>6.009</td>
<td>13.932</td>
<td>90.4</td>
</tr>
<tr>
<td>(101)</td>
<td>7.745</td>
<td>10.253</td>
<td>90.1</td>
</tr>
<tr>
<td>(001)</td>
<td>4.806</td>
<td>10.149</td>
<td>91.0</td>
</tr>
<tr>
<td>(111)</td>
<td>7.684</td>
<td>11.147</td>
<td>105.1</td>
</tr>
<tr>
<td>(021)</td>
<td>4.828</td>
<td>15.650</td>
<td>89.7</td>
</tr>
<tr>
<td>(110)</td>
<td>6.105</td>
<td>11.062</td>
<td>90.0</td>
</tr>
</tbody>
</table>

§: Ref.45

The B3LYP//B3LYP-D* $E_S$ percentage variations from the present work compared to that by Bruno et al.45 are relatively small for all cases but for (101) and (001) surfaces, probably due to large structural rearrangements occurring during the optimization when dispersion is included. When dispersion is fully accounted for at B3LYP-D* level the corresponding MRI values are significantly different from that by Bruno et al.45 Nevertheless, the final equilibrium shape morphologies only show relevant change in surface extension for the (101) and (111) facets, the ones whose $E_S$ is affected most by the inclusion of dispersion (Figure 2).
Figure 2. Comparison between the Equilibrium Shape (ES) at 0 K of crystalline forsterite from the Wulff’s construction, by using surface energy values from the present work (inclusive of dispersion, left) and from Bruno’s work (right, Table 2). Surfaces RGB color scale from the most (red) to the least (blue) stable. Picture created with VESTA software.

To characterize the forsterite surfaces with respect to CO interaction, we also computed the electrostatic potential maps (ESPMs) superimposed to the ground state electron density (Figure 3). For transition metals, the CO/surface interaction is dominated by chemical effects (π-back-donation), while for ionic systems, like the present case, where chemical effects are very small, electrostatic complementarity between CO and the adsorbing surface docks CO at the different sites. Figure 3 clearly shows the quadrupolar nature of CO, which is dominant over its small dipole moment, with a deeper negative value around C atom compared to oxygen, in agreement with previous findings. Within B3LYP-D* approach, the CO dipole has the right alignment (C(δ−)→O(δ+)) with magnitude of 0.094 D, slightly smaller than the experimental value of 0.122 D. Figure 3 also displays deep positive and negative regions over the Mg and the SiO4 ions, for two representative forsterite surfaces. Clearly, the complexity of the surface ESPMs, the quadrupolar nature of the CO, together with the role played by the dispersion interactions - not accounted for by the ESPMs - hinder an easy prediction of the final CO/surface configuration without actually running the full calculation. Nevertheless, guided by the principle of electrostatic complementarity, we started with up to 37 different CO/surface cases for all seven forsterite surfaces. For each case, full geometry optimization at B3LYP-D* reveal the subtle structural and energetic details of this kind of interaction.
3.2 CO adsorption on forsterite surfaces

We started by adsorbing CO molecules at about 2.2 Å from the exposed Mg ions at both the upper/lower surfaces. For all the surfaces, we first considered the lowest CO coverage, by adsorbing a single CO molecule on each Mg available ion, to probe them separately. We then considered the highest CO coverage by adsorbing the CO molecule on all available exposed Mg ions at the same time. For the (120), (101), (001) and (111) surfaces we also tested intermediate coverages. We label all simulated structures according to the Mg ions where CO molecules have been initially located.

For the optimized structures, we computed the average binding energies, $BE$, $i.e.$ the binding energy $per$ adsorbed CO molecule and the enthalpies of desorption at 0 K, $\Delta_{des}H(0)$. The computed BE values include deformation, lateral interactions between adsorbed CO molecules and also the Counterpoise correction to cure the basis set superposition error. Table 3 resumes the binding energy and enthalpy variation values (Eq. 4) for all the considered cases.

Figure 4 shows, as an example, four significant cases corresponding to the optimum structures of
mono-, intermediate- and maximum CO coverage (see SI for the whole set of cases). In all four
cases, the Mg-C distances (from 2.1 to 2.8 Å) and the energetic features (some tens of kJ mol\(^{-1}\))
revealed a weak CO/forsterite interaction, entirely dominated by non-chemical interactions.

Figure 4.I shows that CO molecules do not lie perpendicular to the forsterite surfaces, as in a
classical cation/dipole interaction. For the “(111) 1A” case, CO molecules lie almost flat to the
surface due to the role played by the complex CO quadrupolar/surface ESP interaction and
dispersion interaction.

**Figure 4.** Optimized structures for the CO adsorption on three selected forsterite surfaces
corresponding to mono (I), intermediate (II) and maximum (III and IV) CO coverages. IV.
Maximum coverage for the (111) surface: one of the two molecules initially placed close to Mg A
lies parallel to the surface (no Mg-C interactions). Left part: side views, right part: top views. Mg-C
distances in Å, BE and \(\Delta_{\text{des}} H(0)\) in kJ mol\(^{-1}\). In top views, CO molecules as van der Waals spheres.

For the “(101) 1A, 1B, 1C” case (intermediate coverage), the CO molecules adsorbed on Mg B and
C lie almost perpendicular to the surfaces, suggesting that in such cases the dipole-charge
interactions dominate. This complex structural scenario will affect the CO stretching frequency in a
rather subtle way (see next section).
Along the route of increasing the CO coverage, we adsorbed two CO molecules on the most exposed site of the (120), (101), (001) and (111) surface. In all cases, the two CO molecules repelled themselves. Nevertheless, for the (120), (101) and (001) surfaces, the interaction with the cation overcomes the repulsion, resulting in structures exhibiting two adsorbed CO molecules per Mg cation (example: Figure 4.III). For the (120) and the (110) surfaces, the closeness of the two Mg sites (Mg D and E and Mg A and B - respectively - Figure 1 and 4.III but also Figures S3, S8, S11, S16 of the SI) gives one CO molecule to be bi-coordinated.

Table 3. Structural and energetic features of CO adsorbed on forsterite surfaces. Binding energies – corrected for the BSSE – inclusive (BE disp) and non-inclusive (BE no-disp) of Grimme’s correction, desorption enthalpy variations $\Delta_{des}H(0)$, lateral interaction energies $E_L$ among CO molecules, BSSE and dispersion (disp) contributions to BE disp values in kJ mol$^{-1}$; average Mg-C distances $\langle d_{\text{Mg-C}} \rangle$ in Å. All energy quantities (3rd-8th columns) are per adsorbed CO molecule. Averages, standard deviations (Std. dev.), minimum and maximum values for each quantity are also reported.

<table>
<thead>
<tr>
<th>(hkl)</th>
<th>Case</th>
<th>BE disp</th>
<th>BE no-disp</th>
<th>$\Delta_{des}H(0)$</th>
<th>$-$BSSE</th>
<th>$-$disp</th>
<th>$E_L$</th>
<th>$\langle d_{\text{Mg-C}} \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(010)</td>
<td>1A</td>
<td>44.1</td>
<td>24.3</td>
<td>39.6</td>
<td>28.5</td>
<td>19.8</td>
<td>-0.1</td>
<td>2.365</td>
</tr>
<tr>
<td></td>
<td>1A</td>
<td>65.0</td>
<td>46.5</td>
<td>60.2</td>
<td>24.3</td>
<td>18.5</td>
<td>-0.5</td>
<td>2.332</td>
</tr>
<tr>
<td></td>
<td>1B</td>
<td>24.5</td>
<td>10.8</td>
<td>20.5</td>
<td>22.7</td>
<td>13.7</td>
<td>-0.1</td>
<td>2.455</td>
</tr>
<tr>
<td></td>
<td>1C</td>
<td>35.5</td>
<td>11.1</td>
<td>31.0</td>
<td>27.2</td>
<td>24.4</td>
<td>-0.2</td>
<td>2.465</td>
</tr>
<tr>
<td></td>
<td>1A 1B</td>
<td>45.8</td>
<td>29.7</td>
<td>41.4</td>
<td>22.4</td>
<td>16.1</td>
<td>-0.3</td>
<td>2.380</td>
</tr>
<tr>
<td></td>
<td>1A 1C</td>
<td>50.4</td>
<td>28.8</td>
<td>45.7</td>
<td>25.8</td>
<td>21.5</td>
<td>-0.3</td>
<td>2.397</td>
</tr>
<tr>
<td></td>
<td>2A 1B</td>
<td>40.1</td>
<td>22.5</td>
<td>35.6</td>
<td>20.1</td>
<td>17.6</td>
<td>-0.7</td>
<td>2.409</td>
</tr>
<tr>
<td></td>
<td>1A 1B 1(D,E)</td>
<td>43.2</td>
<td>23.4</td>
<td>38.9</td>
<td>25.0</td>
<td>19.7</td>
<td>0.0</td>
<td>2.553</td>
</tr>
<tr>
<td></td>
<td>2A 1B 1(D,E)</td>
<td>39.9</td>
<td>20.1</td>
<td>35.5</td>
<td>22.4</td>
<td>19.8</td>
<td>-0.2</td>
<td>2.529</td>
</tr>
<tr>
<td>(120)</td>
<td>1A</td>
<td>68.1</td>
<td>49.8</td>
<td>63.2</td>
<td>21.2</td>
<td>18.3</td>
<td>-0.3</td>
<td>2.350</td>
</tr>
<tr>
<td></td>
<td>1B</td>
<td>43.5</td>
<td>24.8</td>
<td>38.1</td>
<td>26.2</td>
<td>18.7</td>
<td>-0.1</td>
<td>2.284</td>
</tr>
<tr>
<td></td>
<td>1C</td>
<td>32.5</td>
<td>18.9</td>
<td>28.1</td>
<td>21.2</td>
<td>13.6</td>
<td>-0.1</td>
<td>2.394</td>
</tr>
<tr>
<td></td>
<td>1A 1B 1C 1D 1E</td>
<td>42.5</td>
<td>20.7</td>
<td>37.7</td>
<td>21.7</td>
<td>21.8</td>
<td>-0.3</td>
<td>2.447</td>
</tr>
<tr>
<td>(101)</td>
<td>1A</td>
<td>52.7</td>
<td>30.4</td>
<td>48.1</td>
<td>29.8</td>
<td>22.3</td>
<td>-0.2</td>
<td>2.334</td>
</tr>
<tr>
<td></td>
<td>1B</td>
<td>43.5</td>
<td>26.3</td>
<td>38.9</td>
<td>28.2</td>
<td>17.2</td>
<td>-0.3</td>
<td>2.409</td>
</tr>
<tr>
<td></td>
<td>1C</td>
<td>32.5</td>
<td>18.9</td>
<td>28.1</td>
<td>21.2</td>
<td>13.6</td>
<td>-0.1</td>
<td>2.394</td>
</tr>
<tr>
<td></td>
<td>1A 1B 1C 1D 1E</td>
<td>42.5</td>
<td>20.7</td>
<td>37.7</td>
<td>21.7</td>
<td>21.8</td>
<td>-0.3</td>
<td>2.447</td>
</tr>
<tr>
<td>(001)</td>
<td>1A</td>
<td>52.7</td>
<td>30.4</td>
<td>48.1</td>
<td>29.8</td>
<td>22.3</td>
<td>-0.2</td>
<td>2.334</td>
</tr>
<tr>
<td></td>
<td>1B</td>
<td>43.5</td>
<td>26.3</td>
<td>38.9</td>
<td>28.2</td>
<td>17.2</td>
<td>-0.3</td>
<td>2.409</td>
</tr>
<tr>
<td></td>
<td>1C</td>
<td>32.5</td>
<td>18.9</td>
<td>28.1</td>
<td>21.2</td>
<td>13.6</td>
<td>-0.1</td>
<td>2.394</td>
</tr>
<tr>
<td></td>
<td>1A 1B 1C 1D 1E</td>
<td>42.5</td>
<td>20.7</td>
<td>37.7</td>
<td>21.7</td>
<td>21.8</td>
<td>-0.3</td>
<td>2.447</td>
</tr>
<tr>
<td>(111)</td>
<td>1A</td>
<td>45.5</td>
<td>17.0</td>
<td>40.6</td>
<td>39.8</td>
<td>28.5</td>
<td>-0.1</td>
<td>2.176</td>
</tr>
<tr>
<td></td>
<td>1B</td>
<td>55.5</td>
<td>29.7</td>
<td>50.6</td>
<td>37.7</td>
<td>25.8</td>
<td>0.0</td>
<td>2.376</td>
</tr>
<tr>
<td></td>
<td>1C</td>
<td>33.9</td>
<td>3.8</td>
<td>30.4</td>
<td>36.9</td>
<td>30.1</td>
<td>-0.2</td>
<td>2.234</td>
</tr>
<tr>
<td></td>
<td>1D</td>
<td>60.2</td>
<td>39.6</td>
<td>55.2</td>
<td>29.3</td>
<td>20.7</td>
<td>-0.3</td>
<td>2.318</td>
</tr>
<tr>
<td></td>
<td>1E</td>
<td>55.5</td>
<td>29.7</td>
<td>50.6</td>
<td>37.7</td>
<td>25.8</td>
<td>0.0</td>
<td>2.376</td>
</tr>
<tr>
<td></td>
<td>1A 1B 1C 1D 1E</td>
<td>38.4</td>
<td>14.4</td>
<td>34.2</td>
<td>25.5</td>
<td>24.0</td>
<td>-0.5</td>
<td>2.363</td>
</tr>
<tr>
<td></td>
<td>2A 1B 1C 1D 1E</td>
<td>34.4</td>
<td>11.8</td>
<td>30.5</td>
<td>21.9</td>
<td>22.6</td>
<td>0.2</td>
<td>2.843*</td>
</tr>
<tr>
<td></td>
<td>1A</td>
<td>1B</td>
<td>1C</td>
<td>1A,1B</td>
<td>Average</td>
<td>Std. dev.</td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>------</td>
<td>---------</td>
<td>----------</td>
<td>---------</td>
<td>--------</td>
</tr>
<tr>
<td>1A</td>
<td>67.3</td>
<td>43.3</td>
<td>62.4</td>
<td>32.8</td>
<td>24.0</td>
<td>-0.5</td>
<td>2.343</td>
<td></td>
</tr>
<tr>
<td>1B</td>
<td>45.4</td>
<td>21.2</td>
<td>40.5</td>
<td>28.1</td>
<td>24.2</td>
<td>-0.1</td>
<td>2.394</td>
<td></td>
</tr>
<tr>
<td>1C</td>
<td>34.4</td>
<td>16.5</td>
<td>30.3</td>
<td>23.4</td>
<td>17.9</td>
<td>0.0</td>
<td>2.392</td>
<td></td>
</tr>
<tr>
<td>1A,1B</td>
<td>56.5</td>
<td>33.5</td>
<td>51.7</td>
<td>29.6</td>
<td>23.1</td>
<td>-0.3</td>
<td>2.378</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1A</td>
<td>30.0</td>
<td>13.8</td>
<td>25.4</td>
<td>29.1</td>
<td>16.2</td>
<td>-0.1</td>
<td>2.370</td>
</tr>
<tr>
<td></td>
<td>1B</td>
<td>30.0</td>
<td>13.7</td>
<td>25.4</td>
<td>29.2</td>
<td>16.3</td>
<td>-0.1</td>
<td>2.369</td>
</tr>
<tr>
<td></td>
<td>1C</td>
<td>26.4</td>
<td>4.4</td>
<td>20.9</td>
<td>27.5</td>
<td>22.0</td>
<td>-0.1</td>
<td>2.330</td>
</tr>
<tr>
<td></td>
<td>1D</td>
<td>45.8</td>
<td>29.2</td>
<td>40.7</td>
<td>24.4</td>
<td>16.6</td>
<td>-0.1</td>
<td>2.313</td>
</tr>
<tr>
<td></td>
<td>1A,1B</td>
<td>29.8</td>
<td>13.6</td>
<td>25.2</td>
<td>29.2</td>
<td>16.2</td>
<td>-0.1</td>
<td>2.370</td>
</tr>
<tr>
<td></td>
<td>1A,1C,1D</td>
<td>33.3</td>
<td>15.6</td>
<td>28.4</td>
<td>24.9</td>
<td>17.7</td>
<td>0.4</td>
<td>2.366</td>
</tr>
</tbody>
</table>

*: average only for molecules effectively adsorbed on Mg sites, see Figure 4.IV.

Data resumed in Table 3 confirmed the weak nature of CO adsorption on forsterite surfaces. Mg-C bond distance ranges from 2.176 (“(111) 1A” case) to 2.843 (“(111) 2A, 1B, 1C, 1D, 1E” case) Å, with 2.4 ± 0.1 Å resulting by averaging all values of the last column. The only outlier is for the “(111) 2A, 1B, 1C, 1D, 1E” case in which $\langle d_{Mg-C} \rangle = 2.843$ Å: it is worth noting that this is not due to the contribution of the extra CO molecule initially adsorbed on Mg A and lying flat on previously adsorbed CO molecules (Figure 4.IV).

By comparing related cases in Table 3, it is easy to compute the contribution to the binding energy for a specific single adsorption process. For example, the net BE of the “lying flat” CO molecule of the “(111) 2A, 1B, 1C, 1D, 1E” case can be computed as $6 \cdot BE[(111) 2A, 1B, 1C, 1D, 1E] - 5 \cdot BE[(111) 1A, 1B, 1C, 1D, 1E]$ giving a value of 14.4 kJ mol$^{-1}$. This value may be representative to understand the formation of a CO ice.

BE-disp values range from 23.3 (“(001) 2A, 2B” case) to 68.1 (“(101) 1A” case) kJ mol$^{-1}$, showing exclusively physisorption of CO on the forsterite surfaces.

BSSE and dispersion interactions play fundamental and opposite roles. The former affects the BE-disp values by 56% on average, a value close to that resulting from the adsorption of drugs on amorphous silica. Dispersion contribution to the BE-disp is also large (50% on average of the BE-disp) and, unlike BSSE, is a physically related quantity. For the “(001) 2A, 2B” or the “(111) 1C” cases, they entirely dominate the interaction between CO and forsterite surfaces.
In the penultimate column of Table 3 we also report the CO lateral interactions $E_L$ simply computed as the energy differences between the B3LYP-D* energy of the corresponding periodic layers of adsorbed CO for each specific case with respect to the same number of isolated CO molecules (see the SI for the details). The sign convention is the same as for the BEs, i.e. negative values mean repulsive interactions. All values, except the “(001) 2A, 2B” case, are very small and negligible with respect to BEs, showing that the BE for a specific site is not influenced by the CO adsorbed on a nearby site (site-site independence). The relatively high value of $E_L$ (–4.7 kJ mol$^{-1}$), for “(001) 2A, 2B” case is due to the repulsive interaction between the two CO molecules co-adsorbed on the same Mg B site (compare with the “(001) 2A, 1B” (0.3 kJ mol$^{-1}$ case, see Figure S13).

We did not found any significant correlation between the binding energy, or the enthalpy variations, and the Mg-C distance.

We did not consider the adsorption of CO oxygen-down. This is known to occur, for instance, in acidic and cation exchanged zeolites$^{102,103}$ while it has never been observed for CO adsorption on extended ionic surfaces. To further check that this is the case also here, we computed the BE for the O-down adsorption for some cases, for instance, the “(120) 1C case”: a value of 17.5 kJ mol$^{-1}$ resulted, to be contrasted with the C-down value of 35.5 kJ mol$^{-1}$. This large difference in BE ensure that the O-down population is entirely negligible at the temperature of interest and does not play a relevant role in the features of the forsterite/CO adsorption.

3.3 CO desorption times

Since the first observations of the ISM in the IR region were carried out, different astrophysical models for dust grains have been proposed.$^{7,104–110}$ Several parameters characterize the models, whose values derive either from direct observations (when possible) or from “terrestrial techniques”, such as laboratory experiments and computer modelling. Examples are the residence times of adsorbed species (molecules, ices but also of layers of carbonaceous material$^{110}$) on the surface of grains at a given temperature and pressure.
Along that line, the present computed data can be used to predict the desorption kinetics of CO from forsterite grains through the Eyring equation for the kinetic desorption constant $k_d$.

Since CO adsorbs barrier less, as no chemical bond making/breaking occurs at the forsterite surfaces, the Gibbs free activation energy of desorption $\Delta_{des}G^\ddagger$ coincides with the negative of the Gibbs free energy of adsorption $\Delta_{des}G = -\Delta_{ads}G \equiv \Delta_{des}G^\ddagger$. However, in our case, $\Delta_{des}G$ values coincide in turn with $\Delta_{des}A$ values computed according to Eq. 5 at a given temperature. With these assumptions, desorption times $t_{des}$ from Eq. 6 are normalized to 10 Myr, assumed as the typical lifetime of MCs.\(^{111}\) Figure 5 shows the log($t_{des}$/10 Myr) vs $T^{-1}$ trend in the 0÷100 K range for the mono-most-bound case of each surface. At the low temperatures characterizing cooler clouds, desorption times are much greater than the times typically required for MCs evolution (this evolution times are represented by the straight lines in the inset box of Figure 5) and becomes comparable only at temperature of about 75-100 K. For the complete data set, see Table S1.
Figure 5 CO desorption times ($t_{des}$) for the mono-most-bound cases of each surface as a function of temperature ($T$). Times are normalized with respect to 10 Myr – the typical lifetime of a MC – and reported in logarithmic scale for convenience. The values in square brackets represent the different temperatures to which desorption times have been computed according to Eq. 6. Straight lines in the inset box represent time intervals for the MCs evolution: gravitational collapse time ($10^5 \div 10^6$ yr, dashed lines)\textsuperscript{111} and lifetime ($10^7$ yr, dotted line).\textsuperscript{112–115}

A long residence time increases the probability of molecular encounters at the surfaces, more likely through the Eley-Rideal mechanisms, providing the base for the formation of COMs. At higher $T$, desorption/re-adsorption processes becomes feasible so that the Langmuir-Hinshelwood mechanism accounts for CO reactions. Clearly, the present data can be profitably used in models assuming the dynamical evolution of clouds.\textsuperscript{109,110}

3.4 Vibrational frequencies of CO molecules

When dealing with adsorbed CO molecules, a key quantity is their stretching frequency shift values with respect to the free CO one. Positive, or hypsochromic, shifts are referred as “blue shift”, while
negative, or bathochromic, ones as “red shift”. Blue shift implies a CO bond shortening with a corresponding increase in the bond force constant and vibrational frequency. The reverse happens for red-shifted cases. The relevance of the CO vibrational shift is to probe the electric field and the chemical features of the adsorbing surface sites. In transitional metals with electronic configuration different from $d^0$, the main contribution to the interaction energy for the metal-CO system is due to the $\pi$-backdonation from $d$ orbitals of the metal to the antibonding $2\pi^*$ LUMO of the CO. Thus, the anti-bonding levels of CO become more populated, weakening the C-O bond. On the other hand, the $\sigma$-donation from the non-bonding $5\sigma$ HOMO produces a reinforcement of the C-O bond although of minor entity. For non-$d/d^0$ metals (as the case of Mg$^{2+}$), backdonation is prevented so the only possible interaction is the $\sigma$-donation from the CO-HOMO to the metal $s/p$-orbital. Due to the weak anti bonding nature of the $5\sigma$ HOMO, the C-O bond is reinforced and vibrational blue shifts resulted. However, this “classical” point of view has been questioned since it does not produce sufficiently high interactions energies and large blue shifts. Thus, it has been suggested that a large part of the interaction between CO and non-$d/d^0$ metals would then be played by pure electrostatic effects. More specifically, the electric field originated by the metal cation would produce a polarization of both $\sigma$ and $\pi$ CO bonding orbitals along the O $\rightarrow$ C direction, enhancing the covalent character and the strength of the CO bond.

For $d^{10}$ metals, back-donation is also expect to occur but in some cases, as in Zn$^{2+}$ zeolites, they seem to behave like non-$d/d^0$ metals. For Ca(II), Na(I), Zn(II), Ag(I) and Cu(I) exchanged zeolites, Bolis and coworkers reported the existence of a liner correlation between experimental $\Delta \tilde{\nu}$ and the values of desorption enthalpies in the CO zero coverage limit. They showed that any deviation from the linear behavior reveals the incoming effect due to increasing charge transfer and back-donation towards CO. Despite the highly ionic nature of the forsterite surfaces, we did not observe a straight linear correlation between the computed desorption enthalpies (or, equivalently the BEs) and the CO vibrational shifts, but only a broad trend (data not shown). Furthermore, for some cases we computed red-
shifted values. These cases represent a small percentage of the total (7 negative shifts out of a total of 73, see Figure 6.II and Table S2). The missing expected linear correlation between energetic and spectroscopic features reveals a more complex interaction for the present case with respect to the systems considered by Bolis et al.\textsuperscript{117,118} in which the surrounding of the adsorbing cation was much more regular than in forsterite surfaces. The complexity of the surface sites in the present case (\textit{vide supra}) and the important role of dispersion interaction deviate from the simpler ion/dipole model for the systems accounted for by the Bolis et al.\textsuperscript{117,118} Nevertheless, we have found a very good linear correlation between $\Delta \tilde{\nu}$ shifts and C-O distances ($d_{\text{CO}}$), as predicted by the Blyholder model\textsuperscript{116} (Figure 6.I). This linear relation is useful for quickly evaluating the CO vibrational shift without performing an expensive frequency calculation, by only using its CO bond length.

To the best of our knowledge, while bathochromic shifts have been reported for CO adsorbed in cation-exchanged zeolites,\textsuperscript{102,103} no experimental evidence of that has ever been reported for CO adsorbed on extended ionic surfaces in the CO low coverage regime. For the zeolite case, the CO bathochromic shifts were proved to be due to CO adsorbed oxygen-down at the cations, which is in thermodynamic equilibrium with the most stable C-down isomer, even if with a much reduced population (\textit{vide supra}).

In our set, the “(111) 2A, 1B, 1C, 1D” case ($\Delta \tilde{\nu} = -2$ cm$^{-1}$) may be rationalized because of the high CO coverage, in which the second CO molecule initially adsorbed on Mg A lies in a configuration almost flat without evidence of C-Mg interaction (Figure 4.IV).

Four out of the six remaining bathochromic shifts belong to cases of multi-loading CO coverage, in which lateral interactions among adsorbed CO molecules may cause negative CO frequency shifts through in space coupling. The remaining two cases,“(101) 1B” and “(110) 1C”, are CO mono-loading ones, in which the dominant quadrupolar nature of CO comes into play to account for the bathochromic shifted values.
Figure 6. I. Linear correlation between CO bond lengths and $\Delta \bar{v}$ values. $n^{\dagger}$, number of CO molecules per unit cell. II. Histogram distribution of $\Delta \bar{v}$ values. III. Negative $\Delta \bar{v}$ vs the distance between the center of mass of CO molecules and the closest O atom of the SiO$_4$ moiety. IV. CO $\Delta \bar{v}$ values vs desorption enthalpy (at 0 K, Eq. 4) for the most bound cases of the four most representative surfaces (see MRI of Table 2). V. Overall simulated infrared spectra in the CO stretching region at 100 K at lowest (min) and highest (max) CO coverage. Light-blue plan: free CO reference frequency (2143 cm$^{-1}$).
As pointed out by the structures reported in Figures 3.II and 3.III (but also in Figures S2-S8 of the SI), forsterite surfaces are really complex from an electrostatic point of view. Therefore, the interaction between CO and exposed Mg sites cannot be interpreted through a simple dipole-charge model, as interactions involving the negative O atoms of the exposed SiO$_4$ units with the positive belt of the CO quadrupole may play a fundamental role.

3.5 Interplay between electrostatic and dispersive interactions

Interplay between electrostatic and dispersion interactions, evaluated by the Grimme’s correction, may affect the final structures in several ways. To elucidate the role of both aspects, we re-optimized at B3LYP level (no dispersion included): i) all the most bound cases for all the seven surfaces; ii) the two mono-coverage cases affected by red-shifted frequencies, “(101) 1B” and “(110) 1C”, respectively. For the sake of brevity, we show results referring only to two representative cases, the “(010) 1A” and the “(101) 1B” (Figure 7). All the other tested cases are available in the SI.
As expected, at B3LYP level, all the distances increase with respect to B3LYP-D* case, due to the missing attractive term. For the “(010) 1A” case (and similarly related ones, see SI), due to the symmetry constraints forcing CO to stay aligned on top of Mg ion (Figure 7, top), no difference in the CO frequency shifts resulted, despite the general shrinking of the intermolecular distances. When moving to the “(101) 1B” case, the differences between the two geometries are more subtle: dispersion is dramatically enlarging the value of the surface Mg···O-Si angle which, in turn, affects the way in which CO becomes adsorbed. Comparison of the optimized B3LYP with the corresponding B3LYP-D* structure (see structures at the bottom of Figure 7) shows how dispersion brings CO closer to the negatively charged oxygen atom belonging to the most exposed SiO$_4$ tetrahedron. This interaction is attractive, when considering the quadrupolar electrostatic nature of the CO molecule (see Figure 3.I). Nevertheless, the mechanism behind the charge flux rearrangement of CO for this case is such that a bathochromic shift of the CO stretching frequency occurs. Interestingly, Figure 6.III shows a trend between the negative shift $\Delta \tilde{\nu}$ values and the distances between the centers of mass of CO molecules and the closest oxygen atom of a SiO$_4$ unit.

**Figure 7.** Optimized structures with (left) and without (right) Grimme’s correction for two representative cases. Distances in Å, energies in kJ mol$^{-1}$ and CO frequency shifts in cm$^{-1}$. 

![Image of optimized structures](image-url)
This relation hold true for – “(101) 1B”, “(101) 1A, 1B, 1C”, “(101) 1A, 1B, 1C, 1D, 1E” and “(110) 1C” – cases, in which a single bathochromic shift occurs for a single CO molecule (see Table S2 of the SI). For the “(001) 2A, 2B” cases, where three CO molecules are involved in two modes characterized by bathochromic shifts, the distance between the CO center of mass and the closest oxygen atom of the SiO$_4$ moiety cannot be worked out. As the number of cases is very limited, we do not claim a statistical robustness for the graph in Figure 6.III. Nevertheless, we believe it contains a physically sensible message, i.e. “the shorter the distance between the centers of mass of CO to the nearby surface oxygen, the larger is the bathochromic shift suffered by CO”.

This complex behavior is probably the reason why the whole set of energetic data and vibrational ones do not rest on a linear correlation, as found through experiments by Bolis et al.$^{117}$ for CO adsorbed in cation-exchanged zeolites. Nevertheless, Figure 6.IV, shows that, for the most bound cases of the most representative surfaces, a good correlation holds true.

Figure 6.V summarizes the overall simulated IR spectra in the CO stretching region corresponding to the lowest/highest CO coverage. Experimentally, the most interesting case is for the zero-limit CO coverage,$^{117}$ which correspond to the “min” spectrum. Each spectrum results by a linear weighted sum of the CO stretching frequency value for all considered cases within the “min/max” coverage regimes. The weights of the sum are the Boltzmann’s factor exp($-\Delta(\text{BE})/RT$) computed at $T = 100$ K using the difference $\Delta(\text{BE})$ in CO relative binding energy. MRI values of Table 2 also multiply each weight, to account for the spatial extension of each surface. The adopted temperature is close to that of liquid nitrogen to mimic most experimental conditions. The spectrum corresponding to the “min” coverage only shows components higher than 2143 cm$^{-1}$ (free CO), in line with the expected hypsochromic shift observed from the vast majority of experiments dealing with CO on extended oxide surfaces. The main contribution to this spectrum derives from the CO mono-most-bound cases for each surface. At maximum coverage (“max”), the spectrum suffers a shift toward lower wave numbers, due to the bathochromic contributions to the CO frequency...
deriving from multi-loading cases (*vide supra*) for which both BE and Δ\(\bar{v}\) values are lower with respect the mono loading cases.

### 3.6 Thermodynamic analysis

For each of the 37 considered cases, we computed the surface free energies \(G_s(T, P, \sigma)\) and the related adsorption free energies \(\Delta_{\text{ads}}G(T, P, n)\) according to Eq. 7 and 8, at the pressure value of \(10^{-16}\) Pa which is indicative of the physical conditions characterizing MCs.\(^74\) The stability diagrams \((G_s \ vs \ T \ trend)\) are shown in the top-left part of Figure 8 for all CO adsorption cases of the (120) surface. The diagrams show the thermodynamically favored structures for which \(G_s < E_s\) at a given temperature. Since the adsorption is a true physisorption (*vide supra*), the most stable structures (at a given \(T\)) are the ones expected to exists; therefore these diagrams can be interpreted also as phase diagrams. For the sake of brevity, we do not show data referring to all the other surfaces as their calculation is straightforward.

As you can see from the left of Figure 8, the case of highest CO coverage, “(120) 2A 1B 1(D,E)”, is the most stable up to 50 K, since it has the lowest values of \(G_s\). Beyond this point, there is a crossing (green-dashed line) for the adsorption of two CO per unit cell, “(120) 1A 1C”, which is the most stable one only up to about 60 K. Over 60 K, the mono CO covered “(120) 1A” case, the most bound one at 0 K and 0 Pa (see Table 3), becomes the most stable one.
Figure 8. Top-left: stability diagrams for all CO adsorbed cases of the (120) surface. Pressure is equal to $10^{-16}$ Pa. Horizontal black line corresponds to the $G_S = E_S$ condition. Different CO coverages as lines: solid ($n^\dagger = 1$), dashed ($n^\dagger = 2$), dot-dashed ($n^\dagger = 3$), short-dotted ($n^\dagger = 4$). Top-right: variations of adsorption Gibbs free energy for some single-adsorption processes occurring at the (120) surface (see text) as a function of temperature. Pressure is equal to $10^{-16}$ Pa. Different processes as lines: (120) + CO $\rightarrow$ “(120) 1A” (solid, MONO), CO + “(120) 1A” $\rightarrow$ “(120) 1A 1B” (dashed, BI), CO + “(120) 1A 1B” $\rightarrow$ “(120) 1A 1B 1(D,E)” (dot-dashed, TRI), CO + “(120) 1A 1B 1(D,E)” $\rightarrow$ “(120) 2A 1B 1(D,E)” (short-dotted, TETRA). Bottom: schematic representation of all Gibbs free energy variations involved in the formation of the most-covered case for the (120) surface, the “(120) 2A, 1B, 1C” one (at $10^{-16}$ Pa and 10 K) as a sequence of single-adsorption processes. Numbers beside vertical lines represent the variations of adsorption Gibbs free energy for each step in kJ mol$^{-1}$. For all the involved structures, we show a detail of the side views (see also Figure S10 and S11).
Exploiting Eq. 8 we also computed the adsorption Gibbs free energies $\Delta_{ads} G(T, P, n)$ for each of the 37 simulated cases at $10^{-16}$ Pa. However, again we show only data referring to the (120) surface. Top-right corner of Figure 8 reports the variations in adsorption Gibbs free energies for some single CO molecule adsorption processes, i.e. $\Delta(\Delta_{ads} G) = \Delta_{ads} G(T, P, n + 1) - \Delta_{ads} G(T, P, n)$ as a function of temperature. For the sake of clarity, we report only those processes involved in the formation of the most covered case, the “(120) 2A, 1B, 1(D,E)” one (for a more complete picture, see Figure S26). For the whole $G_s(T, P, \sigma)$ and $\Delta_{ads} G(T, P, n)$ data set, see Table S3). Specifically, the considered processes are:

- **MONO**: (120) + CO → “(120) 1A”
- **BI**: “(120) 1A” + CO → “(120) 1A, 1B”
- **TRI**: “(120) 1A, 1B” + CO → “(120) 1A, 1B 1(D,E)”
- **TETRA**: “(120) 1A, 1B, 1(D,E)” + CO → “(120) 2A, 1B, 1(D,E)”

Selecting one temperature, the total Gibbs free energy of adsorption for the step-by-step formation of the “(120) 2A, 1B, 1(D,E)” case can be easily computed. For example, in the bottom part of Figure 8, we report all the energetics steps at 10 K. At this low $T$ (and $P$) all formation steps are thermodynamic favored. At temperatures higher than 65 K only the MONO process (formation of the mono-covered case) is thermodynamic favored.

However, we would like to stress that thermodynamic arguments are based on the assumption of equilibrium between gas and solid phase$^{79,80}$ (see SI - Computational details - *Surface free energies and adsorption free energies (Eq. 7 and 8)*) which may not be easily fulfilled in the harsh physical conditions of the ISM, despite the very long lifetimes of MCs.

**Conclusions**

We investigated at a B3LYP-D*\textsuperscript{49–51,59} level of theory (inclusive of dispersion contribution to the interaction energy) the adsorption of carbon monoxide (CO) on seven different surfaces of forsterite (Mg\textsubscript{2}SiO\textsubscript{4}), the Mg end-member of olivines, one of the main component of the interstellar core dust
grains in Molecular Clouds (MCs). CO is the second most abundant gas-phase molecular species discovered in MCs, after H$_2$. For these reasons, elucidating the details of the CO interaction may be important from an astrochemical point of view. We focused on the (001), (010), (101), (110), (111), (120) and (021) surfaces within the slab approach, following the work of Bruno et al. adopting the same extended Gaussian basis set. For the seven surfaces we provide: i) the optimized structures; ii) the surface energies; iii) the Wulff’s polyhedron; iv) the electrostatic potential maps. The most relevant conclusion from structural and electrostatic features is that forsterite surfaces have complex morphologies, which do not allow to adopt the simple charge-dipole model to elucidate the CO/surface interactions. That simplified model was commonly used in the literature, to interpret the experiments and simulation for CO adsorbed on regular oxide surfaces (NaCl, MgO, etc.) or in cation-exchanged zeolites. We revealed the role of the large CO quadrupole moment coupled with the subtle geometrical changes in the surface structure induced by the dispersion components of the energy to rationalize both energetic of adsorption and CO stretching frequency variations with respect to free CO. We found that CO only physisorbs (no bond making/breaking with the forsterite surface atoms) on exposed Mg cations of surface forsterite, with desorption enthalpy variations at 0 K per CO molecule in the 18-63 kJ mol$^{-1}$ range, depending on the surface and CO coverage. We revealed that dispersion interaction plays a fundamental role, accounting, as average, for the 50% of the total energy of interaction. Lateral interaction between adsorbed CO is also negligible. For all the optimized structures, we have computed the CO stretching frequencies and the related IR spectra. We did not find a robust linear correlation between CO interaction energy and the corresponding CO frequency shift with respect to the gas phase, as usually reported for CO adsorbed in simpler oxides or cation-exchanged zeolites, in the zero-coverage limit. We discovered that dispersion interactions have a key role in deforming the surface local environment on which the adsorbed CO molecule resides for some of the considered surfaces. This, in turn, has a dramatic effect on the CO frequency shift with respect to the gas-phase molecule, due to subtle interaction between the CO quadrupole moment and the
negative oxygen belonging to the nearest surface SiO$_4$ moiety. For these reasons, we computed 7 different adsorption cases, up to a total of 73, in which bathochromic CO frequency shifts occur. Of these seven negative shifts, five refer to multi-loading cases (four to maximum coverage cases), thus lateral repulsion between adsorbed molecules may explain these negative shifts, and only two to mono-covered cases. Although we did not observe a correlation between adsorption energy and CO frequency shifts for the above reasons, we found a good linear relation between the CO bond lengths and the corresponding frequency shifts: this may serve to guess the CO frequency from its geometry only, without resorting to the expensive frequency calculations. We simulated the overall IR spectrum of the adsorbed CO as a function of CO coverage, which may be useful to interpret experimental data coming from both the laboratory and from deep space observations. The thermodynamic treatment of CO adsorption, which assumes equilibrium between the gas and solid phases, gives information about the most stable adsorbed phase as a function of $T$ at a given $P$ and the considered surface, allowing to disentangle the component of the heat of adsorption in temperature programmed desorption and microcalorimetric experiments. However, our thermodynamic treatment is based on the assumption that an equilibrium between gas and solid phase is always established even in the harsh conditions characterizing MCs, an assumption that may not be operative. The present work is also relevant in for astrochemical modelling purposes, in which kinetics of CO desorption may be computed using the accurate values provided by the Quantum-Mechanical calculations. Thus, we simulate desorption times exploiting our computed energetic features. They can be incorporated on such models accounting for dynamical evolution of interstellar objects.$^{109,110}$ One limitation of this work is the adoption of perfect periodic forsterite surfaces to model the core dust grains. We outline again that, although silicates in interstellar clouds are expected to be highly amorphous (5% of crystallinity), other regions such as protostellar and circumstellar disks and the interplanetary medium should be characterized by higher percentages of crystalline silicates.$^{7,8}$ Thus, our perfectly crystalline models could well represent what happens in these regions which dynamically derive from the evolution of proper clouds. In our laboratory, we
are already simulating nano-sized forsterite grains, therefore closer to the real grain sizes. It will be challenging to compare CO adsorption feature of the extended surfaces with that resulting on the nano-clusters in which the amorphous nature is more pronounced than the crystalline surfaces.
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