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Abstract

Multidimensional continued fractions (MCFs) were introduced by Jacobi and Perron in order to generalize the classical continued fractions. In this paper, we propose an introductive fundamental study about MCFs in the field of the $p$–adic numbers $\mathbb{Q}_p$. First, we introduce them from a formal point of view, i.e., without considering a specific algorithm that produces the partial quotients of a MCF, and we perform a general study about their convergence in $\mathbb{Q}_p$. In particular, we derive some sufficient conditions for their convergence and we prove that convergent MCFs always strongly converge in $\mathbb{Q}_p$ contrarily to the real case where strong convergence is not always guaranteed. Then, we focus on a specific algorithm that, starting from a $m$–tuple of numbers in $\mathbb{Q}_p$ (p odd), produces the partial quotients of the corresponding MCF. We see that this algorithm is derived from a generalized $p$–adic Euclidean algorithm and we prove that it always terminates in a finite number of steps when it processes rational numbers.
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1 Introduction

Continued fractions are very classical objects in number theory. In the general case, a continued fraction is an expression of the form

\[ a_0 + \frac{b_1}{a_1 + \frac{b_2}{a_2 + \cdots}} \] (1)

where the $a_n$’s and $b_n$’s are complex numbers or, more generally, belong to some topological field. When $b_n = 1$ and $a_n$’s are integer numbers, for any $n$, the previous expression is called simple continued fraction and is usually denoted by $[a_0, a_1, a_2, \ldots]$. This kind of continued fractions has been extensively studied for their useful and beautiful properties. Indeed, they yield a representation for any real number $\alpha$ where the $a_n$’s, called partial quotients, can be obtained by iterating the following algorithm:

\[
\begin{align*}
    a_n &= \lfloor \alpha_n \rfloor \\
    \alpha_{n+1} &= \frac{1}{\alpha_k - a_k} \quad \text{if } \alpha_k \text{ is not integer, } k = 0, 1, 2, \ldots,
\end{align*}
\]

starting with $\alpha_0 = \alpha$. The expansion provided by this algorithm is finite if and only if $\alpha$ is a rational number. Moreover, the expansion in simple continued fraction of a real number is periodic if and only if the starting number is a quadratic irrationality. This beautiful property motivated Hermite \cite{16} to ask Jacobi for finding an algorithm that becomes eventually periodic when processes other kinds of algebraic irrationals. Jacobi \cite{17} proposed an algorithm for working with cubic irrationals and Perron \cite{26} generalized it in any dimension. The Jacobi–Perron algorithm processes a $m$–tuple of real numbers $(\alpha_0^{(1)}, \ldots, \alpha_0^{(m)})$ and provides a $m$–tuple of integer sequences $(a_0^{(1)})_{n=0}^{\infty}, \ldots, (a_0^{(m)})_{n=0}^{\infty}$ by means of the following equations:
It seems interesting to study what happens in the partial quotients are obtained from a starting vector \((\alpha_1, \ldots, \alpha_m)\). We separate the theoretical treatment, in which the authors only focus on the proposal of new algorithms with the aim of obtaining results analogous to those holding in the real field (regarding in particular finiteness, periodicity and approximation). However, at the present time, there is not a standard definition of continued fractions in \(\mathbb{Q}_p\), since a straightforward generalization does not exist. Schneider [32] focused on general continued fractions of the form (1), where \(b_n\)'s are certain powers of the prime number \(p\) and any \(a_n \in \{1, 2, \ldots, p - 1\}\). Ruban [29] modified the Schneider’s approach in order to work with simple continued fractions. Browkin [5] proposed an algorithm that produces simple continued fractions whose partial quotients belong to \(\mathbb{Z}[\frac{1}{p}] \cap (-\frac{p}{2}, \frac{p}{2})\). For an extensive survey on the subject see [22].

Schneider’s continued fractions provide a finite or periodic expansion for rational numbers (see, e.g. [27]). Moreover they are not always periodic for square roots of rational integers [36], [39].

Similarly, negative rational numbers have periodic expansion as Ruban’s continued fractions and positive rational numbers have a finite expansion if and only if every complete quotient is positive [21], [38]. Recently, Capuano et al. [7] have given a criterion for periodicity of the expansion of quadratic irrationalities in Ruban’s continued fractions. Moreover, some studies about transcendence criteria for Ruban’s continued fractions can be found in [25], [37], [38].

Browkin’s continued fractions provide a finite expansion for all rational numbers. However, also in this case, they do not provide a periodic expansion for all quadratic irrationality. In [6], Browkin provides some new algorithms aiming at characterizing all square roots of rational integers with a periodic expansion, without obtaining a definitive result. Other studies regarding periodicity of Browkin’s continued fractions can be found in [1], [2].

Further results about continued fractions in the \(p\)-adic field can be found in [14], [19], [30].

Considering the many studies about multidimensional continued fractions over the real numbers, it seems interesting to study what happens in the \(p\)-adic field. At the best of our knowledge, the only works about \(p\)-adic multidimensional continued fractions are [31] and [35]. However, in these papers the authors only focus on the proposal of new algorithms with the aim of obtaining a multidimensional \(p\)-adic version of the Lagrange theorem. Thus, an in–depth investigation and a comprehensive presentation of this topic are still lacking.

In this paper, we would like to partially fill this gap providing a fundamental study of \(p\)-adic multidimensional continued fractions. We separate the theoretical treatment, in which the sequences of the partial quotients are assigned beforehand, from the algorithmic approach where the sequences of the partial quotients are obtained from a starting vector \((\alpha^{(1)}, \ldots, \alpha^{(m)})\) by means of a recursive formula. Therefore we start in section 2 by presenting multidimensional continued fractions from a formal point of view, in order to perform a general study about their convergence in \(\mathbb{Q}_p\). In section 3, we provide a sufficient condition for the convergence that does not depend on a specific algorithm. Moreover, we give some results useful for the construction of algorithms that generate convergent multidimensional continued fractions in \(\mathbb{Q}_p\). In section 4, we focus on a specific algorithm, that we will call \(p\)-adic Jacobi–Perron algorithm and generalize...
the Browkin approach to the multidimensional case. In particular, this algorithm results to be equivalent to a generalized \( p \)-adic Euclidean algorithm. Moreover, we prove that if it terminates in a finite number of steps, then the processed input consists of elements in \( \mathbb{Q}_p \) that are \( \mathbb{Q} \)-linearly dependent. On the other hand, we will prove that if the input consists of rational numbers, then the \( p \)-adic Jacobi–Perron algorithm terminates in a finite number of steps. Finally, we present some examples of the application of the \( p \)-adic Jacobi–Perron algorithm. This paper lays the basis for a more extensive study on \( p \)-adic multidimensional continued fractions. In particular, the following topics, which will be studied in a forthcoming paper, seem to be of relevant interest: a complete characterization of the inputs for which the algorithm stops; a study about periodicity related to algebraic irrationalities; an analysis of the quality of approximations of \( p \)-adic numbers.

2 Multidimensional continued fractions from a formal point of view

In this section, we would like to give an original presentation of multidimensional continued fractions. Indeed, they are usually introduced starting from an algorithm, like, e.g., the Jacobi–Perron algorithm (2), working on real numbers. Here, we give all the possible definitions considering the partial quotients as formal quantities, which are not necessarily obtained by the application of an algorithm. Hence here the sequences of partial quotients are arbitrarily given. Later, in section 4, we shall focus on a specific algorithm providing an expansion of a starting sequence of \( p \)-adic numbers. In the latter case the partial quotients are no longer arbitrary, but determined by the input vector and by some recursive relations. Moreover, we also consider a more general case where the numerators of a multidimensional continued fraction are not necessarily equal to 1, but they are a general sequence, like the case of classical continued fractions in the form (1).

In the following we work in a field \( K \) and we fix an integer \( m \geq 1 \) (which will represent the dimension of the multidimensional continued fraction). Let us consider \( m + 1 \) sequences of indeterminates, whose elements are called partial quotients,

\[
(a_n^{(i)})_{n \in \mathbb{N}} = (a_0^{(i)}, a_1^{(i)}, a_2^{(i)}, \ldots, a_n^{(i)}, \ldots), \quad i = 1, \ldots, m + 1,
\]

with \( a_0^{(m+1)} = 1 \), where these sequences are all infinite or all finite with the same length. We also consider \( m + 1 \) sequences of indeterminates, called complete quotients,

\[
(a_n^{(i)})_{n \in \mathbb{N}} = (a_0^{(i)}, a_1^{(i)}, a_2^{(i)}, \ldots, a_n^{(i)}, \ldots), \quad i = 1, \ldots, m + 1.
\]

Partial quotients and complete quotients will be subjected to the relations

\[
a_n^{(i)} = a_n^{(i)} + \frac{a_{n+1}^{(i+1)}}{a_{n+1}}, \quad i = 1, \ldots, m,
\]

\[
a_n^{(m+1)} = a_n^{(m+1)}
\]

for any \( n \geq 0 \). This defines the multidimensional continued fraction (MCF) of dimension \( m \).

**Example 1.** Fixing \( m = 2 \) and three sequences \((a_0^{(1)}, a_1^{(1)}, \ldots), (a_0^{(2)}, a_1^{(2)}, \ldots), (a_0^{(3)}, a_1^{(3)}, \ldots)\), equations (5) and (6) determine the MCF of dimension 2 that has the following expansion:
Remark 1. Following this approach, a MCF can be viewed as an object in the polynomial ring \( K_i \) for \( i \geq 1 \) and in this case also the sequences of complete quotients \( r \) are finite, they must have the same length \( r \) and in this case also the sequences of complete quotients (4) are finite and \( \alpha_{r}^{(i)} = \alpha_{r}^{(i)} \), for any \( i = 1, \ldots, m \).

From equations (5) and (6), the following equalities hold true:

\[
\begin{align*}
\alpha_{n+1}^{(1)} &= \frac{\alpha_{n+1}^{(m+1)}}{\alpha_{n}^{(m)}}, \\
\alpha_{n+1}^{(i)} &= \frac{\alpha_{n+1}^{(m+1)}}{\alpha_{n}^{(m)} - \alpha_{n}^{(i-1)}} = \alpha_{n+1}^{(1)} (\alpha_{n}^{(i-1)} - \alpha_{n}^{(i-1)}), \quad i = 2, \ldots, m
\end{align*}
\]

for any \( n \geq 0 \).

Now, we can define the \( n \)-th convergents of a multidimensional continued fraction as

\[
Q_{n}^{(i)} = \frac{A_{n}^{(i)}}{A_{n}^{(m+1)}},
\]

for \( i = 1, \ldots, m \) and \( n \in \mathbb{N} \), where

\[
A_{n}^{(i)} = \delta_{ij}, \quad A_{0}^{(i)} = a_{0}^{(i)}, \quad A_{n}^{(i)} = \sum_{j=1}^{m+1} a_{n}^{(j)} A_{n-j}^{(i)}
\]

for \( i = 1, \ldots, m+1, j = 1, \ldots, m \) and any \( n \geq 1 \), where \( \delta_{ij} \) is the Kronecker delta. It can be proved by induction that for every \( n \geq 1 \) and \( i = 1, \ldots, m \), we have

\[
\alpha_{n}^{(i)} = \frac{\alpha_{n}^{(1)} A_{n-1}^{(i)} + \alpha_{n}^{(2)} A_{n-2}^{(i)} + \ldots + \alpha_{n}^{(m+1)} A_{n-m-1}^{(i)}}{\alpha_{n}^{(1)} A_{n-1}^{(m+1)} + \alpha_{n}^{(2)} A_{n-2}^{(m+1)} + \ldots + \alpha_{n}^{(m+1)} A_{n-m-1}^{(m+1)}}
\]

Let us note that numerators and denominators of the convergents can be computed by the products of the following matrices

\[
A_{n} = \begin{pmatrix}
\alpha_{n}^{(1)} & 1 & 0 & \ldots & 0 \\
\alpha_{n}^{(2)} & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{n}^{(m)} & 0 & 0 & \ldots & 1 \\
\alpha_{n}^{(m+1)} & 0 & 0 & \ldots & 0
\end{pmatrix}, \quad \text{for } n \geq 0.
\]
Indeed, if we define
\[ B_n = B_{n-1}A_n = A_0A_1 \cdots A_n, \quad \text{for} \ n \geq 1, \]
we have that
\[
B_n = \begin{pmatrix}
A_n^{(1)} & A_n^{(1)} & \cdots & A_n^{(1)} \\
A_n^{(2)} & A_n^{(2)} & \cdots & A_n^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
A_n^{(m+1)} & A_n^{(m+1)} & \cdots & A_n^{(m+1)}
\end{pmatrix}
\text{for} \ n \geq 1.
\]
Notice that
\[
\det(A_n) = (-1)^m a_n^{(m+1)}
\]
\[
\det(B_n) = \prod_{j=0}^n (-1)^m a_j^{(m+1)} = (-1)^{m(n+1)} \prod_{j=0}^n a_j^{(m+1)}.
\]
Now we show that given a MCF with general partial quotients, we can always get a MCF with
\[ a_n^{(m+1)} = 1, \quad \text{for} \ \ n \geq 0. \]

**Proposition 1.** Let \((w_n)_{n \in \mathbb{N}}\) be any sequence of non-zero elements in \(\mathbb{K}\), and put \(w_k = 1\) for \(k < 0\).

Let us consider the partial quotients \((a_n^{(i)})_{n \in \mathbb{N}}\) of a MCF, for \(i = 1, \ldots, m + 1\), whose convergents are denoted by \(Q_n^{(i)}\) and \(A_n^{(i)}\) are, as usual, their numerators and denominators. Define
\[
\tilde{a}_n^{(i)} = \frac{w_{n-1}}{w_n} a_n^{(i)}, \quad i = 1, \ldots, m + 1, \quad n \in \mathbb{N}.
\]

Let \(\tilde{Q}_n^{(i)}\) be the convergents of the MCF defined by the partial quotients (9) and \(\tilde{A}_n^{(i)}\) be the numerators and denominators of these convergents. Then
\[ A_n^{(i)} = w_n \tilde{A}_n^{(i)}, \quad \text{for} \ n \in \mathbb{N} \text{ and } i = 1, \ldots, m + 1, \]
so that
\[ Q_n^{(i)} = \tilde{Q}_n^{(i)}, \quad \text{for} \ n \in \mathbb{N} \text{ and } i = 1, \ldots, m. \]

**Proof.** We prove the proposition by induction. We clearly have \(A_n^{(i)} = w_n \tilde{A}_n^{(i)}\), for \(n < 0\), and \(A_0^{(i)} = a_0^{(i)} = w_0 \tilde{a}_0^{(i)} = w_0 \tilde{A}_0^{(i)}\). For \(n \geq 1\), we have
\[
A_n^{(i)} = \sum_{j=1}^{m+1} a_n^{(j)} A_n^{(i-j)} = \sum_{j=1}^{m+1} \left( \frac{w_n}{w_{n-j}} \tilde{a}_n^{(j)} \right) A_n^{(i-j)}
= \sum_{j=1}^{m+1} \left( \frac{w_n}{w_{n-j}} \tilde{a}_n^{(j)} \right) \left( w_{n-j} \tilde{A}_n^{(i-j)} \right) = w_n \sum_{j=1}^{m+1} \tilde{a}_n^{(j)} \tilde{A}_n^{(i-j)} = w_n \tilde{A}_n^{(i)}.
\]

Let us consider
\[
w_n = \prod_{\substack{0 \leq j \leq n  \\ j \equiv n \text{ mod } m+1}} a_j^{(m+1)}, \quad n \in \mathbb{N},
\]
where \((a_n^{(i)})_{n \in \mathbb{N}}\) partial quotients of a MCF as in (3). The sequence \((w_n)_{n \in \mathbb{N}}\) can be also described inductively by
\[
w_n = \begin{cases} 1 & \text{for } n \leq 0 \\ a_n^{(m+1)} w_{n-(m+1)} & \text{for } n \geq 1 \end{cases}
\]

Defining \(\tilde{a}_n^{(i)}, \tilde{A}_n^{(i)}, \tilde{Q}_n^{(i)}\) as in Proposition 1, we get a MCF with partial quotients \((\tilde{a}_n^{(i)})_{n \in \mathbb{N}}, i = 1, \ldots, m + 1\), having the same convergents as the MCF with partial quotients \((a_n^{(i)})_{n \in \mathbb{N}}, i = 1, \ldots, m + 1\), satisfying, for any \(n \geq 0\), the following condition:
\[
\tilde{a}_n^{(m+1)} = \frac{w_n-(m+1)}{w_n} a_n^{(m+1)} = 1.
\]
3 Convergence of multidimensional $p$-adic continued fractions

In this section we will focus on $\mathbb{K} = \mathbb{Q}_p$ the field of the $p$-adic numbers and we study here the convergence of a multidimensional continued fraction. Specifically, we give a sufficient condition concerning the partial quotients in order that the MCF converges in $\mathbb{Q}_p$. Moreover, we will see that under the same condition, we also have strong convergence (in the sense specified below), unlike the real case where strong convergence of a MCF is not always guaranteed.

In the following, $|\cdot|$ will always denote the $p$-adic norm. Now, let us consider the following conditions on the partial quotients of a MCF:

\[
\begin{cases}
|a_{n+1}^{(j)}| \geq 1 \\
|a_n^{(i)}| < |a_n^{(1)}|, \quad i = 2, \ldots, m + 1
\end{cases}
\]

(11) for any $n \geq 1$.

**Lemma 1.** Under the conditions (11), we have

\[|A_n^{(m+1)}| = \prod_{h=1}^{n} |a_h^{(1)}|.\]

for any $n \geq 1$.

**Proof.** We prove the lemma by induction on $n$. For $n = 1$, $A_1^{(m+1)} = a_1^{(1)}$ and the result holds true. Now, let us consider $A_{n+1}^{(m+1)}$, we have

\[|A_{n+1}^{(m+1)}| = |a_{n+1}^{(1)}A_{n}^{(m+1)} + \sum_{j=2}^{m+1} a_{n+1}^{(j)}A_{n+1}^{(m+1)}|.\]

(12) By inductive hypothesis $|a_{n+1}^{(1)}A_{n}^{(m+1)}| = \prod_{h=1}^{n} |a_h^{(1)}|$ and by (11), $|a_{n+1}^{(j)}| < |a_{n+1}^{(1)}|$ for $j \geq 2$. Therefore, for $j \geq 2$, we have

\[|a_{n+1}^{(j)}A_{n+1}^{(m+1)}| < |a_{n+1}^{(1)}A_{n+1}^{(m+1)}| = |a_{n+1}^{(1)} \prod_{h=1}^{n+1-j} a_h^{(1)}|,
\]

and the latter is $\leq \prod_{h=1}^{n+1} |a_h^{(1)}|$ by (11). It follows that the right side norm in (12) is equal to the norm of its first summand and the result follows. \hfill $\square$

**Lemma 2.** Let $(z_n)_{n \in \mathbb{N}}$ be a sequence of natural numbers such that there exists $m \geq 1$ for which

\[z_{n+m+1} > \min\{z_{n+1}, \ldots, z_{n+m}\}\]

for every $n \gg 0$,

then $z_n \to \infty$ for $n \to \infty$.

**Proof.** We put $M_k = \min\{z_{k-1}, \ldots, z_{k-m}\}$, for every $k \gg 0$; then $z_k > M_k$. Notice that $M_{k+1} \geq M_k$, in fact

- if $\min\{z_{k-1}, \ldots, z_{k-m}\} = \min\{z_{k-1}, \ldots, z_{k-m+1}\}$, then $M_k = M_{k+1}$;
- otherwise $\min\{z_{k-1}, \ldots, z_{k-m}\} \neq \min\{z_{k-1}, \ldots, z_{k-m+1}\}$ so that $\min\{z_k, \ldots, z_{k-m+1}\} > z_{k-m}$ and $M_{k+1} > M_k$.

Assume that $\min\{z_{k-1}, \ldots, z_{k-m}\} = z_{k-i}$ and $z_{k-j} > z_{k-i}$ for $j = 1, \ldots, i-1$. Then

\[z_{k-i} = \min\{z_{k-1}, \ldots, z_{k-m}\} = \min\{z_k, \ldots, z_{k-m+1}\} = \min\{z_{k-i+m-1}, \ldots, z_{k-i}\} < \min\{z_{k-i+m}, \ldots, z_{k-i+1}\}.
\]

It follows that $M_k < M_{k-i+m+1}$, so that for $n \to \infty$, $M_n \to \infty$ and $z_n \to \infty$. \hfill $\square$
Theorem 1. Under the conditions (11), the sequences \(Q^{(i)}_n\) converge for \(i = 1, \ldots, m\).

Proof. For \(i = 1, \ldots, m\) and \(k\) sufficiently large, we have
\[
|Q^{(i)}_{k+1} - Q^{(i)}_k| = \left| \frac{A^{(i)}_{k+1} A^{(m+1)}_{k} - A^{(i)}_k A^{(m+1)}_{k+1}}{A^{(m+1)}_{k+1}} \right|
\]
\[
= \frac{1}{|A^{(m+1)}_{k+1}|} \left| \sum_{j=1}^{m+1} a^{(j)}_{k+1} A^{(i)}_{k+1-j} A^{(m+1)}_k - \sum_{j=1}^{m+1} a^{(j)}_k A^{(i)}_{k+1-j} A^{(m+1)}_k \right|
\]
\[
= \frac{1}{|A^{(m+1)}_{k+1}|} \left| \sum_{j=2}^{m+1} a^{(j)}_{k+1} A^{(m+1)}_{k+1-j} \left( Q^{(i)}_{k+1-j} - Q^{(i)}_k \right) \right|
\]
By Lemma 1,
\[
\left| a^{(j)}_{k+1} A^{(m+1)}_{k+1-j} A^{(m+1)}_k \right| = \frac{|a^{(j)}_{k+1}|}{\prod_{h=k+2-j}^{k+1} a^{(1)}_h}
\]
and the latter is < 1 for \(j \geq 2\) by (11). Therefore we obtain
\[
|Q^{(i)}_{k+1} - Q^{(i)}_k| < \max_{2 \leq j \leq m+1} \left\{ |Q^{(i)}_{k+1-j} - Q^{(i)}_k| \right\}.
\]
By the ultrametric inequality
\[
|Q^{(i)}_k - Q^{(i)}_{k+1-j}| \leq \max_{k+1-j < h \leq k} \left\{ |Q^{(i)}_h - Q^{(i)}_{k-1}| \right\}
\]
so that
\[
|Q^{(i)}_{k+1} - Q^{(i)}_k| < \max_{k-m < h \leq k} \left\{ |Q^{(i)}_h - Q^{(i)}_{k-1}| \right\}.
\]
Thus, the sequence of the \(p\)-adic valuations \(v_p(Q^{(i)}_{k+1} - Q^{(i)}_k)\) satisfies the hypothesis of Lemma 2 and we get that \(v_p(Q^{(i)}_{k+1} - Q^{(i)}_k) \to \infty\), i.e., \(Q^{(i)}_{k+1} - Q^{(i)}_k \to 0\) for \(k \to \infty\), so that the sequence \((Q^{(i)}_n)\) is a Cauchy sequence.

Thus, we have proved that a MCF whose partial quotients satisfy (11) converges \(p\)-adically.

Remark 3. Notice that, in general, transforming the partial quotients using (10) does not preserve the convergence conditions (11). This fact shows that these conditions are sufficient, but not necessary for convergence.

Until now, we started from partial quotients and studied the possible convergence of the associated MCF. Usually, MCFs are presented considering an input sequence of elements \((\alpha_0^{(1)}, \ldots, \alpha_0^{(m)})\) and the next complete quotients are iteratively evaluated by means of equations (7). The partial quotients are obtained applying certain functions, which we will denote by \(s^{(i)}\), to the complete quotients (e.g., in the real simple case, \(s^{(i)}\)'s are all equal to the floor function). In the next theorem, we see a condition about the functions \(s^{(i)}\) in order to obtain a MCF that converges to a \(m\)-tuple \((\alpha_0^{(1)}, \ldots, \alpha_0^{(m)})\). In particular, the theorem provides some conditions for constructing several functions \(s^{(i)}\) useful for constructing iterative algorithms. All the functions appearing in literature (as the function used by Browkin [6], Ruban [29], Schneider [32], Tamura and Yasutomi [34]) can be seen as particular realizations of the functions \(s^{(i)}\) described below.

Theorem 2. Let \((a_n^{(m+1)})_{n \in \mathbb{N}}\) be a sequence of non-zero elements in \(\mathbb{Q}_p\), with \(a_0^{(m+1)} = 1\). Assume to have a collection of functions
\[
s^{(i)} : \mathbb{Q}_p \to \mathbb{Q}_p, \quad i = 1, \ldots, m - 1, \quad s^{(m)}_n : \mathbb{Q}_p \to \mathbb{Q}_p, \quad n \in \mathbb{N}
\]
satisfying, for every \(\gamma \in \mathbb{Q}_p^+\), the following conditions
\[
|\gamma - s^{(i)}(\gamma)| < \min\{|\gamma|, 1\} \quad \text{for} \quad i = 1, \ldots, m - 1 \tag{13}
\]
\[
|\gamma - s^{(m)}_n(\gamma)| < \min\{|\gamma|, 1\} \quad \text{for} \quad n \in \mathbb{N} \tag{14}
\]
\[
|\gamma - s^{(m)}_n(\gamma)| \leq |s^{(m+1)}_{n+1}|. \tag{15}
\]
and \( s^{(i)}(0) = s^{m}(0) = 0 \) for \( i = 1, \ldots, m-1, n \in \mathbb{N} \). For any \( \alpha^{(i)}_0 \in \mathbb{Q}_p \), for \( i = 1, \ldots, m \), define, when possible,

\[
\begin{cases}
\alpha^{(i)}_n = s^{(i)}(\alpha^{(i)}_n) \quad &\text{for } i = 1, \ldots, m-1 \\
\alpha^{(m)}_n = s^{(m)}(\alpha^{(m)}_n) \\
\alpha^{(1)}_{n+1} = \frac{\alpha^{(m+1)}_{n+1}}{\alpha^{(m)}_n - \alpha^{(m)}_n} \\
\alpha^{(i)}_{n+1} = \frac{\alpha^{(i-1)}_n - \alpha^{(i-1)}_n}{\alpha^{(i)}_n - \alpha^{(i)}_n}, & i = 2, \ldots, m
\end{cases}
\] (16)

for \( n = 0, 1, 2, \ldots \). If the MCF defined by the partial quotients \( a^{(i)}_n \)'s does not terminate, then it converges to \( (\alpha^{(1)}_1, \ldots, \alpha^{(m)}_1) \).

**Proof.** First we show that the MCF defined by the partial quotients \( a^{(i)}_n \)'s converges, i.e., conditions (11) are satisfied. By (16) and (15), for \( n \geq 1 \), we have

\[
|a^{(1)}_n| = |\alpha^{(1)}_n| = \frac{|a^{(m+1)}_n|}{|\alpha^{(m)}_n - \alpha^{(m)}_n|} \geq 1.
\]

Moreover, notice that the above equality gives also \( |a^{(m+1)}_n| < |a^{(1)}_n| \) for \( n \geq 1 \). Again by (16) and (15), for \( i = 2, \ldots, m \) and \( n \geq 1 \), we obtain

\[
|a^{(i)}_n| = |\alpha^{(i)}_n| = |\alpha^{(i+1)}_n| |\alpha^{(i+1)}_n - \alpha^{(i+1)}_n| < |\alpha^{(i)}_n| = |a^{(i)}_n|.
\]

Now, we prove that the convergents \( Q^{(i)}_n \) have as limit the quantities \( a^{(i)}_0 \), for \( i = 1, \ldots, m \). For \( n \) sufficiently large, we can write

\[
\alpha^{(i)}_0 = \sum_{j=1}^{m+1} \frac{a^{(j)}_n A^{(m+1)}_n}{\sum_{j=1}^{m+1} a^{(j)}_n A^{(m+1)}_n} = \sum_{j=1}^{m+1} f^{(j)}_n Q^{(i)}_n
\]

where

\[
f^{(j)}_n = \frac{a^{(j)}_n A^{(m+1)}_n}{\sum_{j=1}^{m+1} a^{(j)}_n A^{(m+1)}_n}.
\]

Let us observe that hypotheses (13) and (14) ensure that \( |\alpha^{(i)}_n| = |a^{(i)}_0| \), for \( n \in \mathbb{N}, i = 1, \ldots, m \) and consequently \( |\alpha^{(i)}_n| < |a^{(i)}_n| \). Thus, by Lemma 1 and conditions (11) we have

\[
|a^{(1)}_n A^{(m+1)}_{n-1}| = \prod_{h=1}^{n} |a^{(1)}_h|,
\]

\[
|a^{(j)}_n A^{(m+1)}_{n-1}| = |a^{(j)}_n| \prod_{h=1}^{n} |a^{(1)}_h| < \prod_{h=1}^{n} |a^{(1)}_h| \quad \text{for } j = 2, \ldots, m + 1
\]

so that

\[
\prod_{h=1}^{n} |a^{(1)}_h| = \prod_{h=1}^{n} |a^{(1)}_h|.
\]

Therefore

\[
|f^{(l)}_n| = 1 \quad \text{and } |f^{(j)}_n| < 1 \quad \text{for } j = 2, \ldots, m + 1;
\]

moreover by definition

\[
\sum_{j=1}^{m+1} f^{(j)}_n = 1.
\]
For \( i = 1, \ldots, m \) let \( \gamma^{(i)} = \lim_{n \to \infty} Q_n^{(i)} \). Then

\[
\alpha_0^{(i)} - \gamma^{(i)} = \sum_{j=1}^{m+1} f_n^{(j)} Q_{n-j}^{(i)} - \sum_{j=1}^{m+1} f_n^{(j)} \gamma^{(i)} = \sum_{j=1}^{m+1} f_n^{(j)} (Q_{n-j}^{(i)} - \gamma^{(i)})
\]

that converges to 0, for \( n \to \infty \), because the \( f_n^{(j)} \) are bounded. \( \square \)

It is worth noting that the convergence to the starting vector in expansion (16) is ensured only when the latter is not finite, as shown in the forthcoming Example 2.

Despite the generality of the statement given in Theorem 2, we shall be particularly interested in \( \mathbb{Q} \)-valued functions \( s^{(i)} \), providing rational convergents for \( p \)-adic numbers. This is also the approach adopted by most authors in the literature about \( p \)-adic continued fractions.

In the previous theorems, we have seen the weak convergence of a MCF. Furthermore, we can show that in the case of convergent \( p \)-adic MCFs we also have strong convergence, i.e.

\[
\lim_{n \to \infty} |A_n^{(i)} - \alpha^{(i)} A_n^{(m+1)}| = 0.
\]

For the notion of strong convergence in the real context, and the fact that it is not in general ensured, see, for example, [24]. Let us define

\[
V_n^{(i)} = A_n^{(i)} - \alpha^{(i)} A_n^{(m+1)},
\]

for any \( n \geq -m \) and \( i = 1, \ldots, m \). It is straightforward to see that

\[
V_n^{(i)} = \sum_{j=1}^{m+1} a_n^{(j)} V_{n-j}^{(i)} - \sum_{j=1}^{m+1} \alpha_n^{(j)} V_{n-j}^{(i)} = 0. \tag{17}
\]

**Theorem 3.** Under the hypotheses of Theorem 2, we have

\[
\lim_{n \to \infty} V_n^{(i)} = 0,
\]

for \( i = 1, \ldots, m \).

**Proof.** By (17), we have

\[
V_n = \sum_{j=1}^{m+1} a_n^{(j)} V_{n-j} - \sum_{j=1}^{m+1} \alpha_n^{(j)} V_{n-j} = \sum_{j=1}^{m+1} (a_n^{(j)} - \alpha_n^{(j)}) V_{n-j},
\]

for any \( n \geq 1 \). Moreover by the hypotheses on the partial and complete quotients, we have \(|a_n^{(j)} - \alpha_n^{(j)}| < 1\), so that

\[
|V_n| \leq \max_{1 \leq j \leq m+1} \{|a_n^{(j)} - \alpha_n^{(j)}| |V_{n-j}|\} < \max_{1 \leq j \leq m+1} \{|V_{n-j}|\}.
\]

Passing to valuations and applying Lemma 2, we obtain the result. \( \square \)

**Remark 4.** It is interesting to observe that, in the case of \( K = \mathbb{R} \), i.e., when working with classical MCFs, strong convergence is not always guaranteed if \( m > 1 \), see [10]. On the contrary, in the case of \( K = \mathbb{Q}_p \), when convergence is guaranteed, we also have strong convergence.

## 4 A generalized Euclidean algorithm for multidimensional continued fractions in \( \mathbb{Q}_p \)

### 4.1 An analogue of the Jacobi–Perron algorithm in \( \mathbb{Q}_p \)

In the previous sections, we have introduced MCF from a formal point of view and studied the properties of convergence in the field of the \( p \)-adic numbers. Here, we focus on a specific algorithm
that, starting from a $m$–tuple of numbers in $\mathbb{Q}_p$, produces the partial quotients of the corresponding MCF.

In the following we will always refer to MCFs whose partial quotients satisfy $a_n^{(m+1)} = 1$, for any $n \geq 0$. Note, in that case, conditions (11) can be translated into

$$\begin{cases} |a_n^{(1)}| > 1 \\ |a_n^{(i)}| < |a_n^{(1)}|, \quad i = 2, \ldots, m \end{cases}$$

(18)

for any $n \geq 1$. These convergence conditions are the $p$–adic analogue of the Perron conditions for convergence of MCFs in the real field, see, e.g., [9]. Moreover, from now on, $p$ will denote an odd prime. Now, we introduce a function over the $p$–adic numbers that will play the same role of the floor function over the reals.

**Definition 1.** Given any $\alpha \in \mathbb{Q}_p$, uniquely written as

$$\alpha = \sum_{j=k}^{\infty} x_j p^j, \quad k, x_j \in \mathbb{Z}, \quad x_j \in \left( -\frac{1}{p^2}, \frac{1}{p^2} \right),$$

the Browkin function $s : \mathbb{Q}_p \rightarrow \mathbb{Q}$ is defined by

$$s(\alpha) = \sum_{j=k}^{0} x_j p^j.$$

We call it Browkin function, since $s$ has been introduced and used by Browkin [5] for studying $p$–adic continued fractions.

The following proposition lists some properties of $s$.

**Proposition 2.** Given the Browkin function $s$, we have:

a) $s(0) = 0$, $s(-\alpha) = -s(\alpha)$ for every $\alpha \in \mathbb{Q}_p$;

b) $s(\alpha) = s(\beta)$ if and only if $\alpha - \beta \in p\mathbb{Z}_p$, in particular $s$ is a locally constant map;

c) whatever topology is considered on $\mathbb{Q}$, $s$ is a continuous map;

d) for every $\alpha \in \mathbb{Q}_p$ either $s(\alpha) = 0$ or $|s(\alpha)| \geq 1$;

e) if $s(\alpha) \neq 0$ then $|s(\alpha)| = |\alpha|$;

f) $s(\mathbb{Q}_p) = \mathbb{Z} \left[ \frac{1}{p} \right] \cap \left( -\frac{p}{2}, \frac{p}{2} \right)$.

**Proof.** Properties a), b), d) and e) are straightforward. As for c), notice that point b) implies that $s$ is continuous when $\mathbb{Q}$ is given the discrete topology. Since the latter is the finest possible topology on $\mathbb{Q}$, we get the result.

We prove f). If $\alpha = \sum_{j=-h}^{0} x_j p^j$, then

$$|\alpha|_\infty \leq \frac{p - 1}{2} \sum_{j=0}^{h} \frac{1}{p^j} = \frac{p - 1 - \frac{1}{p^{h+1}}}{1 - \frac{1}{p}} < \frac{p}{2}$$

where $|\cdot|_\infty$ is the Euclidean norm. Conversely let $\alpha \in \mathbb{Z} \left[ \frac{1}{p} \right] \cap \left( -\frac{p}{2}, \frac{p}{2} \right)$. Then

$$\beta = \alpha - s(\alpha) \in \mathbb{Z} \left[ \frac{1}{p} \right] \cap p\mathbb{Z}_p = p\mathbb{Z}.$$

Suppose $\beta \neq 0$; then $|\beta|_\infty \geq \frac{p}{2}$ so that $|\alpha| = |s(\alpha) + \beta| > \frac{p}{2}$, a contradiction. Therefore $\beta = 0$, so that $\alpha = s(\alpha) \in s(\mathbb{Q}_p)$.

The Browkin function $s$ will play the same role as the floor function in (2) for defining an algorithm that produces the partial quotients of a MCF convergent to a $m$–tuple $(\alpha^{(1)}, \ldots, \alpha^{(m)}) \in \mathbb{Q}_p^m$. 10
The \( p \)-adic Jacobi–Perron algorithm

- Put \( \alpha_0^{(i)} = \alpha^{(i)} \) for \( i = 1, \ldots, m \);
- Define recursively

\[
\begin{align*}
\alpha_n^{(i)} &= s(\alpha_n) \\
\alpha_{n+1}^{(1)} &= \frac{1}{\alpha_n^{(m)} - \alpha_n^{(m)}} \\
\alpha_{n+1}^{(i)} &= \alpha_{n+1}^{(1)} \cdot (\alpha_n^{(i-1)} - \alpha_n^{(i-1)}) = \frac{\alpha_n^{(i-1)} - \alpha_n^{(i-1)}}{\alpha_n^{(m)} - \alpha_n^{(m)}}, \quad i = 2, \ldots, m
\end{align*}
\]

for \( n = 0, 1, 2, \ldots \).

In the following, we will always consider MCFs whose partial quotients are obtained by this algorithm. In the next proposition, we prove the convergence of the above algorithm. Let us note that it can produce a finite or infinite MCF, like in the real case. In the finite case, the MCF is surely always convergent to a certain \( m \)-tuple in \( \mathbb{Q}_p \), but the latter can be different from the input \( m \)-tuple as we will see later. In the infinite case, we need to prove the convergence and we also see that the MCF converges to the input \( m \)-tuple.

**Proposition 3.** The MCF obtained by the \( p \)-adic Jacobi–Perron algorithm is convergent. Moreover, if the latter does not stop, then it converges to the input \( m \)-tuple \((\alpha^{(1)}, \ldots, \alpha^{(m)})\).

**Proof.** The thesis follows from Theorem 2, considering that in this case we have \( \alpha_n^{(m+1)} = 1 \) for any \( n \geq 0 \) and the Browkin function \( s \) satisfies the hypotheses of Theorem 2 by Proposition 2.

The next proposition shows the uniqueness of the expansion of a \( m \)-tuple in MCF satisfying (18).

**Proposition 4.** Consider a MCF convergent to the \( m \)-tuple \((\alpha^{(1)}, \ldots, \alpha^{(m)}) \in \mathbb{Q}_p^m \). Suppose that the partial quotients satisfy conditions (18) and belong to \( \mathbb{Z}[\frac{1}{p}] \cap (-\frac{p}{2}, \frac{p}{2}) \). Then they are obtained by applying recurrences (19).

**Proof.** We have to prove that \( s(\alpha_n^{(i)}) = \alpha_n^{(i)} \) for \( n \geq 0 \) and \( i = 1, \ldots, m \). Since \( s(\alpha_n^{(i)}) = \alpha_n^{(i)} \), by Proposition 2 a) it suffices to show that \( |\alpha_n^{(i)} - \alpha_n^{(i)}| < 1 \), that is \( \frac{|\alpha_n^{(i+1)}|}{\alpha_n^{(i+1)}} < 1 \) (where we put \( \alpha_n^{(m+1)} = 1 \)). This is true observing that \( |\alpha_n^{(1)}| = |\alpha_n^{(i)}| \geq 1 \) and \( |\alpha_n^{(i)}| < |\alpha_n^{(1)}|, \) for \( i = 2, \ldots, m \).

In the next proposition, we start to study the finiteness of the \( p \)-adic Jacobi–Perron algorithm proving that when it stops, then the input \( m \)-tuple consists of elements that are \( \mathbb{Q} \)-linearly dependent. In the next section, we will prove that starting with a \( m \)-tuple of rational numbers, then the algorithm always stops in a finite number of steps.

**Proposition 5.** If the \( p \)-adic Jacobi–Perron algorithm stops in a finite number of steps when processes the \( m \)-tuple \((\alpha^{(1)}, \ldots, \alpha^{(m)}) \in \mathbb{Q}_p \), then \( 1, \alpha^{(1)}, \ldots, \alpha^{(m)} \) are \( \mathbb{Q} \)-linearly dependent.

**Proof.** Assume that the iteration of equations (19) stops at the step \( n \). We prove the thesis by induction on \( n \). If \( n = 0 \) then \( \alpha^{(m)} = a_0^{(m)} \in \mathbb{Q} \). Now, suppose that the claim is true for every stopping at steps \( m < n \). Notice that the \( p \)-adic Jacobi–Perron algorithm stops at the step \( n - 1 \) when applied to the \( m \)-tuple \( \alpha_1^{(1)}, \ldots, \alpha_1^{(m)} \). Thus, by inductive hypothesis there is a relation

\[
c_1 \alpha_1^{(1)} + \ldots + c_m \alpha_1^{(m)} + c_{m+1} = 0
\]

for some \( c_1, \ldots, c_{m+1} \in \mathbb{Q} \). By replacing \( \alpha_1^{(1)} = \frac{1}{\alpha^{(m)} - a_0^{(m)}} \) and \( \alpha_1^{(i+1)} = \frac{\alpha_1^{(i)} - a_0^{(i)}}{\alpha^{(m)} - a_0^{(m)}} \) we get

\[
c_1 + c_2 (\alpha_1^{(1)} - a_0^{(1)}) + \ldots + c_m (\alpha^{(m-1)} - a_0^{(m-1)}) + c_{m+1} (\alpha^{(m)} - a_0^{(m)}) = 0.
\]

\[\Box\]
We can observe that there are situations where the $p$–adic Jacobi–Perron algorithm provides a finite MCF that does not converge to the input $m$–tuple, but it converges to some other $m$–tuple of rationals. We provide a simple example of this situation.

**Example 2.** In the case $m = 2$ consider

$$\alpha_0^{(1)} = 1 + \frac{p}{p^2 + 1}, \quad \alpha_0^{(2)} = 1 - \frac{p}{p^2 + 1}.$$  

Then the equations (19) produce recursively

$$a_0^{(1)} = 1, \quad a_0^{(2)} = 1$$
$$a_1^{(1)} = -\frac{p^2 + 1}{p}, \quad a_1^{(2)} = -1$$
$$a_1^{(1)} = -\frac{1}{p}, \quad a_1^{(2)} = -1$$

Since $a_1^{(2)} = \alpha_1^{(2)}$, the $p$–adic Jacobi–Perron algorithm stops for the input $(\alpha_0^{(1)}, \alpha_0^{(2)})$, returning the two following sequences of partial quotients:

$$(1, -\frac{1}{p}), \quad (1, -1).$$

However, this finite MCF converges to the values

$$1 + \frac{-1}{p} = 1 + p, \quad 1 + \frac{1}{p} = 1 - p.$$  

**4.2 The generalized $p$–adic Euclidean algorithm**

It is well–known that the classical algorithm for determining the continued fraction expansion of a real number can be derived by the Euclidean algorithm. Indeed, if we consider $x_0 \geq x_1 > 0$ we can write $x_0 = a_0 x_1 + x_2$, where $a_0 = \lfloor x_0/x_1 \rfloor$ and $0 \leq x_2 < x_1$. Iterating the procedure we get the following sequence of equations

$$x_i = a_i x_{i+1} + x_{i+2}, \quad i = 0, 1, 2, ...$$

where $a_i = \lfloor x_i/x_{i+1} \rfloor$. If we set $\alpha_i = \frac{x_i}{x_{i+1}}$, we obtain the continued fraction of $\alpha_0$, since

$$\frac{x_i}{x_{i+1}} = a_i + \frac{x_{i+2}}{x_{i+1}}$$

and consequently we get

$$a_i = \lfloor \frac{x_i}{x_{i+1}} \rfloor = [a_i], \quad a_{i+1} = \frac{1}{\alpha_i - a_i}$$

Similarly, the Jacobi–Perron algorithm can be obtained from the generalized Euclidean algorithm (see, e.g., [4]). In this section, we see that also the $p$–adic MCFs can be introduced starting from a generalized Euclidean algorithm defined in $\mathbb{Q}_p$. For this purpose, we need to define a $p$–adic Euclidean algorithm. In [20], the author introduced a $p$–adic division algorithm that we recall in the next theorem.

**Theorem 4.** Let $p$ be an odd prime; given any $\sigma$ and $\tau$ in $\mathbb{Q}_p$, where $\tau \neq 0$, there exists uniquely $q \in \mathbb{Z}[\frac{1}{p}] \cap (-\frac{1}{p}, \frac{1}{p})$ and $\eta \in \mathbb{Q}_p$ with $|\eta| < |\tau|$ such that

$$\sigma = q\tau + \eta.$$  

**Remark 5.** This construction has been also used in [11] considering different restrictions on the quotient and remainder.

Let us note that the quotient $q$ in the previous theorem coincide with $s(\sigma/\tau)$. Indeed, from $\frac{q}{\tau} = q + \frac{\eta}{\tau}$ with $|\frac{\eta}{\tau}| < 1$, we obtain by Proposition 2, property (b), that

$$s\left(\frac{\sigma}{\tau}\right) = s(q + \frac{\eta}{\tau}) = s(q) = q.$$
In other words, the function $s$ has the same role as the floor function in the classical division algorithm.

Starting by $\eta_0, \eta_1 \in \mathbb{Q}_p$, with $\eta_i \neq 0$, one can iteratively apply Theorem 4 in order to get the equations:

$$\eta_i = q_i \eta_{i+1} + \eta_{i+2}, \quad i = 0, 1, 2, \ldots$$

with $q_i \in \mathbb{Z}[\frac{1}{p}]$ such that $|q_i|_{\infty} < \frac{1}{p}$ and $\eta_i \in \mathbb{Q}_p$ with $|\eta_i| < |\eta_{i+1}|$. In other words, we get a $p$–adic Euclidean algorithm that either continues indefinitely or stops when $\eta_i = 0$ for some $i$.

Given a $(m+1)$–tuple $x^{(1)}_0, \ldots, x^{(m+1)}_0 \in \mathbb{Q}_p$, we can use the $p$–adic Euclidean algorithm to obtain

$$x^{(i-1)}_n = a^{(i-1)}_n x^{(m+1)}_n + x^{(i)}_n,$$

and $x^{(1)}_{n+1} = x^{(m+1)}_{n+1}$, with $i = 2, \ldots, m$, $n = 0, 1, \ldots$, where $a^{(i)}_n = s\left(\frac{x^{(i)}_n}{x^{(m+1)}_n}\right)$. This equations yields to a generalized $p$–adic Euclidean algorithm. Hence, if we put

$$\alpha^{(i)}_n = \frac{x^{(i)}_n}{x^{(m+1)}_n}, \quad i = 1, \ldots, m$$

the iterative equations (19) can be described by the following rules

$$\begin{cases}
\begin{aligned}
x^{(i)}_n & = x^{(m+1)}_n, \\
x^{(i)}_{n+1} & = x^{(i-1)}_n - a^{(i-1)}_n x^{(m+1)}_n.
\end{aligned}
\end{cases}$$

(20)

In other words, applying the generalized $p$–adic Euclidean algorithm to a $(m+1)$–tuple $x^{(1)}_0, \ldots, x^{(m+1)}_0 \in \mathbb{Q}_p$ is equivalent to apply the $p$–adic Jacobi–Perron algorithm to the $m$–tuple $\alpha^{(1)}_0, \ldots, \alpha^{(m)}_0$. On the other hand, applying the $p$–adic Jacobi–Perron algorithm to a $m$–tuple $\alpha^{(1)}_0, \ldots, \alpha^{(m)}_0 \in \mathbb{Q}_p$ is equivalent to apply the generalized $p$–adic Euclidean algorithm to the $(m+1)$–tuple $\alpha^{(1)}_0, \ldots, \alpha^{(m)}_0, 1$.

Exploiting these considerations, we can prove that the $p$–adic Jacobi–Perron algorithm terminates in a finite number of steps when a $m$–tuple of rational numbers is given as input.

**Theorem 5.** Given $\alpha^{(1)}_0, \ldots, \alpha^{(m)}_0 \in \mathbb{Q}$ as inputs for the $p$–adic Jacobi–Perron algorithm, then it terminates in a finite number of steps.

**Proof.** Since $\alpha^{(1)}_0, \ldots, \alpha^{(m)}_0 \in \mathbb{Q}$, we can write them as $\alpha^{(i)}_0 = \frac{n^{(i)}_0}{d^{(i)}_0}$, with $n^{(i)}_0, d^{(i)}_0 \in \mathbb{Z}$ coprimes, for any $i = 1, \ldots, m$. Considering $\ell = \text{lcm}\{d^{(1)}_0, \ldots, d^{(m)}_0\}$, we can write $\alpha^{(i)}_0 = \frac{n^{(i)}_0}{d^{(i)}_0}, \ell$ and we define the integer numbers

$$x^{(m+1)}_0 = \ell, \quad x^{(i)}_0 = n^{(i)}_0 \cdot \frac{\ell}{d^{(i)}_0}, \quad i = 1, \ldots, m.$$

Thus, applying the $p$–adic Jacobi Perron algorithm to $\alpha^{(1)}_0, \ldots, \alpha^{(m)}_0$ is equivalent to apply the generalized $p$–adic Euclidean algorithm to $x^{(1)}_0, \ldots, x^{(m+1)}_0$, which will produce the sequences $(x^{(1)}_n)_{n \geq 1}, \ldots, (x^{(m+1)}_n)_{n \geq 1}$ whose elements are all in $\mathbb{Z}[\frac{1}{p}]$. Now, we prove that in this case the generalized $p$–adic Euclidean algorithm terminates in a finite number of steps. From equations (21) we get

$$x^{(m+1)}_{n+1} = \dot{x}^{(m+1)}_n = a^{(m)}_n x^{(m+1)}_n = x^{(m)}_n - a^{(m)}_n x^{(m+1)}_n = x^{(m-1)}_{n-1} - a^{(m)}_n x^{(m+1)}_n = x^{(m-2)}_{n-2} - a^{(m)}_n x^{(m+1)}_n = \cdots = x^{(1)}_{n-(m-1)} - a^{(m)}_n x^{(m+1)}_n = x^{(m+1)}_{n-(m)} - a^{(m)}_n x^{(m+1)}_n \quad \text{for } i = 1, \ldots, m.$$
We can write \( x^{(m+1)}_n = p^c h_n \) with \( e_n, h_n \in \mathbb{Z} \), \( p \not| h_n \) and by equation (20) we have \( |x^{(m+1)}_n| < |x^{(m+1)}_n| \) for every \( n \), so that \( e_{n+1} > e_n \) for every \( n \). In particular \( e_{n+k} - e_n \geq k \), for every \( n, k \).

Dividing by \( p^{c+1} \) the above equality we obtain

\[
h_{n+1} = \frac{h_{n-m}}{p^{c+1} - e_n} - a_n^{(1)} \frac{h_{n-(m-1)}}{p^{c+1} - e_n} - a_n^{(2)} \frac{h_{n-(m-2)}}{p^{c+1} - e_n} - \ldots - a_n^{(m)} \frac{h_n}{p^{c+1} - e_n}
\]

Denote by \( |x|_\mathbb{Q} \) the usual absolute value of \( x \in \mathbb{Q} \). Recalling that \( |a_n^{(i)}|_\mathbb{Q} < \frac{p}{2} \) for every \( i, n \), we have

\[
|h_{n+1}|_\mathbb{Q} \leq \frac{|h_{n-m}|_\mathbb{Q}}{p^{c+1} - e_n} + |a_n^{(1)}|_\mathbb{Q} \frac{|h_{n-(m-1)}|_\mathbb{Q}}{p^{c+1} - e_n} + |a_n^{(2)}|_\mathbb{Q} \frac{|h_{n-(m-2)}|_\mathbb{Q}}{p^{c+1} - e_n} + \ldots + |a_n^{(m)}|_\mathbb{Q} \frac{|h_n|_\mathbb{Q}}{p^{c+1} - e_n}
\]

\[
< \frac{|h_{n-m}|_\mathbb{Q}}{p^{m+1}} + |a_n^{(1)}|_\mathbb{Q} \frac{|h_{n-(m-1)}|_\mathbb{Q}}{2p^{m-1}} + |a_n^{(2)}|_\mathbb{Q} \frac{|h_{n-(m-2)}|_\mathbb{Q}}{2p^{m-2}} + \ldots + |h_n|_\mathbb{Q} \frac{1}{2}
\]

\[
< \max_{n-m \leq l \leq n} \{ h_l \} \left( \frac{1}{p^{m+1}} + \frac{1}{2} \sum_{k=0}^{m-1} \frac{1}{p^k} \right)
\]

The last inequality follows from the fact that

\[
\frac{1}{p^{m+1}} + \frac{1}{2} \sum_{k=0}^{m-1} \frac{1}{p^k} = \frac{1}{p^{m+1}} + \frac{1}{2} \cdot \frac{1 - \frac{1}{p^m}}{1 - \frac{1}{p}} < 1
\]

Thus, for \( n \) sufficiently large, it must be \( h_n = 0 \), i.e., the algorithm terminates in a finite number of steps.

4.3 Examples

We conclude providing some examples concerning the application of the \( p \)-adic Jacobi–Perron algorithm. These examples allow us to give a glimpse of some interesting behaviors about the finiteness and the periodicity of the algorithm. A systematic study of these properties will be pursued in a forthcoming paper. For the sake of simplicity, we provide examples in \( \mathbb{Q}_5 \) and for \( m = 2 \).

First, we apply the \( p \)-adic Jacobi–Perron algorithm to couples of rational numbers, obtaining finite expansions as ensured by Theorem 5:

\[
\begin{pmatrix} \frac{23}{5} & \frac{14}{19} \end{pmatrix} = \begin{pmatrix} -2 & 0 \ 6 & 6 \ 6 & 4 \end{pmatrix}, \begin{pmatrix} 1, 1, -1, -1 \end{pmatrix}
\]

\[
\begin{pmatrix} \frac{7}{3} & \frac{11}{20} \end{pmatrix} = \begin{pmatrix} -1 & 0 \ -4 & 3 \ -5 & \frac{9}{5} \ -1 & 0 \end{pmatrix}, \begin{pmatrix} 5, -1, 0 \end{pmatrix}.
\]

We can observe that the partial quotients \( a_n^{(1)} \) and \( a_n^{(2)} \) satisfy the conditions of convergence (11) except eventually for \( n = 0 \). In fact, for the couple of inputs \( \begin{pmatrix} \frac{23}{5} & \frac{14}{19} \end{pmatrix} \), we have \( |a_0^{(2)}| < |a_0^{(1)}| \), whereas for \( \begin{pmatrix} \frac{7}{3} & \frac{11}{20} \end{pmatrix} \) it holds \( |a_0^{(2)}| > |a_0^{(1)}| \). It is also worth noting that the convergents of the above continued fractions approach the starting numbers in the \( p \)-adic field but not in the real field. Indeed, e.g., we have

\[
\frac{23}{5} = -2 \cdot \frac{1}{5} + 1 \cdot 5 = 4.6, \quad \frac{14}{19} = 1 + 1 \cdot 5 - 1 \cdot 5^2 + 2 \cdot 5^3 + 2 \cdot 5^4 + \ldots \approx 0.7368
\]

and the convergents \( \begin{pmatrix} A_1^{(1)} & A_1^{(2)} \end{pmatrix} = \begin{pmatrix} 2 & 6 \ 5 & 5 \ \end{pmatrix}, \begin{pmatrix} 1, 1 \end{pmatrix} \) are

\[
\begin{pmatrix} \frac{13}{30} & \frac{11}{6} \end{pmatrix} = -2 \cdot \frac{1}{5} + 1 \cdot 5 - 1 \cdot 5^2 + 1 \cdot 5^3 + \ldots = 0.43, \quad \frac{11}{6} = 1 + 1 \cdot 5 - 1 \cdot 5^2 + 1 \cdot 5^3 - 1 \cdot 5^4 + \ldots = 1.83.
\]
For the next convergents, we get
\[ \frac{A_1^{(1)}}{A_2^{(1)}} = \frac{23}{5}, \]
i.e., we have yet reached the starting input, and
\[ \frac{A_2^{(2)}}{A_2^{(3)}} = \frac{41}{11} = 1 + 1 \cdot 5 - 1 \cdot 5^2 + 2 \cdot 5^3 + 1 \cdot 5^4 + \ldots = 3.72, \]
which is closer to \( \frac{14}{19} \) than \( \frac{A_2^{(2)}}{A_2^{(3)}} \) with respect to the \( p \)-adic norm, but we can observe that these convergents do not approach the starting number with respect to the Euclidean norm.

Now, we consider the expansions of some couples of numbers that are \( \mathbb{Q} \)-linearly dependent:
\[
\left( \sqrt[3]{3} - 1, \sqrt[3]{3} \right) = \left[ \left( 2, -\frac{3}{5} - \frac{2}{5}, \frac{1}{5} \right), (1, 0, -1, 1) \right]
\]
First of all, we can observe that in every case we have obtained finite expansions. We can also see that the above finite expansions clearly do not converge to the starting inputs, since a finite MCF always converges to a vector of rational numbers. In particular, the above expansions converge to
\[
\begin{pmatrix} 133 \\ 48 \\ 4 \end{pmatrix}, \quad \begin{pmatrix} 959 \\ 393 \\ 393 \end{pmatrix}, \quad \begin{pmatrix} 87 \\ 31 \\ 31 \end{pmatrix}
\]
respectively; anyway it is interesting to see that they provide good \( p \)-adic approximations for the starting couples. Indeed,
\[
\begin{align*}
\left( \sqrt[3]{2}, \frac{5}{4} \right) &= (1 - 1 \cdot 5 + 1 \cdot 5^2 + 1 \cdot 5^3 - 2 \cdot 5^4 + \ldots, -1 \cdot 5 - 1 \cdot 5^2 - 1 \cdot 5^3 - 1 \cdot 5^4 + \ldots) \\
(2\sqrt[3]{2} - 5, \sqrt[3]{2}) &= (2 + 2 \cdot 5 + 1 \cdot 5^2 + 2 \cdot 5^3 + 1 \cdot 5^4 + \ldots, 1 - 1 \cdot 5 + 1 \cdot 5^2 + 1 \cdot 5^3 - 2 \cdot 5^4 + \ldots) \\
\left( \frac{2\sqrt[3]{3} - 1}{3}, \sqrt[3]{3} \right) &= (2 + 1 \cdot 5^2 - 1 \cdot 5^3 + 1 \cdot 5^5 + \ldots, 1 - 2 \cdot 5 + 2 \cdot 5^2 + 1 \cdot 5^3 + 2 \cdot 5^4 + \ldots)
\end{align*}
\]
and
\[
\begin{align*}
\begin{pmatrix} 133 \\ 48 \\ 4 \end{pmatrix} &= (1 - 1 \cdot 5 + 1 \cdot 5^2 + 1 \cdot 5^3 - 2 \cdot 5^4 + \ldots, -1 \cdot 5 - 1 \cdot 5^2 - 1 \cdot 5^3 - 1 \cdot 5^4 + \ldots) \\
\begin{pmatrix} 959 \\ 393 \\ 393 \end{pmatrix} &= (2 + 2 \cdot 5 + 1 \cdot 5^2 + 2 \cdot 5^3 + 1 \cdot 5^4 + \ldots, 1 - 1 \cdot 5 + 1 \cdot 5^2 + 1 \cdot 5^3 - 2 \cdot 5^4 + \ldots) \\
\begin{pmatrix} 87 \\ 31 \\ 31 \end{pmatrix} &= (2 + 1 \cdot 5^2 - 1 \cdot 5^3 + 1 \cdot 5^5 + \ldots, 1 - 2 \cdot 5 + 2 \cdot 5^2 + 1 \cdot 5^3 + 2 \cdot 5^4 + \ldots)
\end{align*}
\]
We would like to point out that also in these cases we do not have a good approximation in the real field.

Finally, we focus on some periodic expansion that we can get applying the \( p \)-adic Jacobi–Perron algorithm to some pairs of cubic irrationalities. If we consider the cubic polynomial \( x^3 - \frac{a}{p} x^2 - bx - 1 \),...
where \( p \) is a prime number, \( \frac{a}{p} \in \mathbb{Z} \left[ \frac{1}{p} \right] \cap \left( -\frac{p}{2}, \frac{p}{2} \right) \) and \( b \in \mathbb{Z} \cap \left( -\frac{p}{2}, \frac{p}{2} \right) \), and \( \alpha \) the root of greatest norm, then \( \frac{1}{\alpha} \in p\mathbb{Z}_p \). Since, we can write \( \alpha = \frac{a}{p} + \frac{b}{\alpha} + \frac{1}{\alpha^2} \), we get

\[
s(\alpha) = \frac{a}{p}, \quad s\left( b + \frac{1}{\alpha} \right) = b.\]

Thus, the \( p \)-adic Jacobi–Perron algorithm applied to the couple \((\alpha_0^{(1)}, \alpha_0^{(2)}) = (\alpha, b + \frac{1}{\alpha})\) gives the periodic MCF \( \left( \frac{\alpha}{p}, (\overline{b}) \right) \), because

\[
a_1^{(1)} = \frac{1}{\alpha_0^{(2)} - s(\alpha_0^{(2)})} = \frac{1}{b + \frac{1}{\alpha} - b} = \alpha
\]

and

\[
a_1^{(2)} = \frac{\alpha_0^{(1)} - s(\alpha_0^{(1)})}{\alpha_0^{(2)} - s(\alpha_0^{(2)})} = \alpha^2 - \frac{a}{p} = b + \frac{1}{\alpha}.
\]

In \( \mathbb{Q}_5 \), we can get, e.g., the following periodic expansions:

\[
\left( \beta, 1 + \frac{1}{\beta} \right) = \left( \frac{8}{5}, (\overline{1}) \right), \quad \left( \gamma, 2 + \frac{1}{\gamma} \right) = \left( \frac{2}{5}, (\overline{2}) \right)
\]

where \( \beta \) and \( \gamma \) are the root of greatest norm of \( x^3 - \frac{8}{5}x^2 - x - 1 \) and \( x^3 - \frac{2}{5}x^2 - 2x - 1 \), respectively. It is very interesting to see that in these examples, the convergents also converge in \( \mathbb{R} \), providing approximations of \( \left( \tilde{\beta}, 1 + \frac{1}{\tilde{\beta}} \right) \) and \( \left( \tilde{\gamma}, 2 + \frac{1}{\tilde{\gamma}} \right) \), where \( \tilde{\beta} \) and \( \tilde{\gamma} \) are the real roots of greatest euclidean norm of \( x^3 - \frac{8}{5}x^2 - x - 1 \) and \( x^3 - \frac{2}{5}x^2 - 2x - 1 \) respectively. Indeed, e.g., we have

\[
\gamma = 2 \cdot \frac{1}{5} + 1 \cdot 5 - 1 \cdot 5^2 + 1 \cdot 5^3 + 1 \cdot 5^6 - 1 \cdot 5^7 + 1 \cdot 5^9 + \ldots, \quad \tilde{\gamma} \approx 1.81011
\]

\[
2 + \frac{1}{\tilde{\gamma}} = 2 - 2 \cdot 5 - 2 \cdot 5^2 - 1 \cdot 5^3 - 2 \cdot 5^4 + 1 \cdot 5^5 - 1 \cdot 5^6 + 2 \cdot 5^7 + 1 \cdot 5^9 + \ldots, \quad 2 + \frac{1}{\tilde{\gamma}} \approx 2.55245
\]

and we can see the behaviour of the convergents of \( \left( \frac{2}{5}, (\overline{2}) \right) \) in Tables 1 and 2. In these examples, the cubic polynomials have one real root, but we can observe the same situation also when the cubic polynomial has three real roots. For instance, the polynomial \( x^3 + \frac{2}{5}x^2 - x - 1 \) has three real roots, and the periodic MCF \( \left( -\frac{6}{5}, (\overline{1}) \right) \) converge both in \( \mathbb{Q}_p \) and in \( \mathbb{R} \) to \((\delta, 1 + \frac{1}{\delta})\), where \( \delta \) denotes the root in \( \mathbb{Q}_p \) (resp. in \( \mathbb{R} \)) of greatest \( p \)-adic (resp. euclidean) norm).
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Table 1: Decimal and $p$–adic representation of the convergents $\frac{A_n^{(1)}}{A_n^{(3)}}$ of the MCF $\left[\left(\frac{2}{5}\right), (2)\right]$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\frac{A_n^{(1)}}{A_n^{(3)}}$</th>
<th>$p$–adic repr.</th>
<th>dec. repr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\frac{37}{30}$</td>
<td>$-2 \cdot 5^{-1} + 1 \cdot 5 - 1 \cdot 5^3 - 1 \cdot 5^4 + 1 \cdot 5^5 - 1 \cdot 5^6 - 1 \cdot 5^7 - 1 \cdot 5^8 + 1 \cdot 5^9$</td>
<td>1.23</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{3829}{2260}$</td>
<td>$2 \cdot 5^{-1} + 1 \cdot 5 - 1 \cdot 5^2 + 1 \cdot 5^3 + 1 \cdot 5^6 + 2 \cdot 5^7 - 2 \cdot 5^8 - 2 \cdot 5^9$</td>
<td>1.69425</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{14918}{8295}$</td>
<td>$2 \cdot 5^{-1} + 1 \cdot 5 - 1 \cdot 5^2 + 1 \cdot 5^3 + 1 \cdot 5^6 - 1 \cdot 5^7 + 2 \cdot 5^9$</td>
<td>1.79843</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{209240837}{115577030}$</td>
<td>$2 \cdot 5^{-1} + 1 \cdot 5 - 1 \cdot 5^2 + 1 \cdot 5^3 + 1 \cdot 5^6 - 1 \cdot 5^7 + 2 \cdot 5^9$</td>
<td>1.8104</td>
</tr>
</tbody>
</table>

Table 2: Decimal and $p$–adic representation of the convergents $\frac{A_n^{(2)}}{A_n^{(3)}}$ of the MCF $\left[\left(\frac{2}{5}\right), (2)\right]$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\frac{A_n^{(2)}}{A_n^{(3)}}$</th>
<th>$p$–adic repr.</th>
<th>dec. repr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\frac{59}{27}$</td>
<td>$2 - 2 \cdot 5 - 2 \cdot 5^2 - 1 \cdot 5^3 - 1 \cdot 5^4 + 1 \cdot 5^5 - 2 \cdot 5^6 + 1 \cdot 5^8$</td>
<td>2.18519</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{8897}{3616}$</td>
<td>$2 - 2 \cdot 5 - 2 \cdot 5^2 - 1 \cdot 5^3 - 2 \cdot 5^4 + 1 \cdot 5^5 - 1 \cdot 5^6 - 1 \cdot 5^8 - 1 \cdot 5^9$</td>
<td>2.46045</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{102934}{40527}$</td>
<td>$2 - 2 \cdot 5 - 2 \cdot 5^2 - 1 \cdot 5^3 - 2 \cdot 5^4 + 1 \cdot 5^5 - 1 \cdot 5^6 + 2 \cdot 5^7 + 5^9$</td>
<td>2.53989</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{29492851}{115577030}$</td>
<td>$2 - 2 \cdot 5 - 2 \cdot 5^2 - 1 \cdot 5^3 - 2 \cdot 5^4 + 1 \cdot 5^5 - 1 \cdot 5^6 + 2 \cdot 5^7 + 1 \cdot 5^9$</td>
<td>2.55179</td>
</tr>
</tbody>
</table>
References


