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Abstract 
In the last decade the appearance of progressively more sophisticated codes, together with the 
increased computational capabilities, has made XANES a spectroscopic technique able to 
quantitatively confirm (or discard) a structural model, thus becoming a new fundamental 
diagnostic tool in catalysis, where the active species are often diluted metal centers supported on 
a matrix. After providing a brief historical introduction and the basic insights on the technique, in 
this review article, we provide a selection of four examples where operando XANES technique 
has been able to provide capital information on the structure of the active site: (i) Phillips catalyst 
for ethylene polymerization reactions; (ii) TS-1 catalyst for selective hydrogenation reactions; (iii) 
carbon supported Pd nanoparticles for hydrogenation reactions; (iv) Cu-CHA zeolite for NH3-
assisted selective reduction of NOx and for partial oxidation of methane to methanol. The last 
example testifies how the multivariate curve resolution supported by the alternating least-squares 
algorithm applied to a high number of XANES spectra collected under operando conditions allows 
to quantitatively determine different species in mutual transformation. This approach is 
particularly powerful in the analysis of experiments where a large number of spectra has been 
collected, typical of time- or space-resolved experiments. Finally, machine learning approaches 
(both indirect and direct) have been applied to determine, from the XANES spectra, the structure 
of CO, CO2 and NO adsorbed on Ni2+ sites of activated CPO-27-Ni metal-organic framework.  
 
 
1. Introduction 
Technically speaking, X-ray absorption spectroscopy is divided into two parts, depending whether 
we are referring to the region near the adsorption edge (X-ray absorption near-edge structure, or 
XANES) or at higher energy with respect of the edge (extended X-ray absorption spectroscopy, or 
EXAFS) [1]. Although experimentally measured in the same data collection, XANES and EXAFS 
differ in the information that they can provide, and in the way the data will be handled. 

On an historically point of view, the fine structure appearing in the X-ray absorption spectra in 
the some hundreds of eV range after the K (L) edge of the first (second) row transition element 
was known since one century [2-16]. Notwithstanding all these experiments, and all those that 
followed after the second world war, for a long time there was no unified theory for the 
interpretation of such features [17] and the technique has been unable to provide quantitative 
information on the local structure of the absorbing atom in the investigated samples. This impasse 
ended in 1971, when Sayers, Stern, and Lytle showed that the Fourier transform of the background-
subtracted oscillations gives, in R-space, a pattern close to the function of radial distribution of 
atomic density [18]. This study represented the milestone for EXAFS spectroscopy that was further 
implemented later in more formal derivations (e.g. based on based on Green's function and 
generalization to muffin-tin scattering potentials, [19-23] or on the decomposition of the cross-
section in the EXAFS region into irreducible n-body signals [24-26]). Starting from the 1970s, the 
increased availability of several and progressively more brilliant and broadband synchrotron 
radiation sources and the successive development and the distribution of different codes for the 
data analysis made EXAFS a diffuse and reliable structural characterization technique exploited 
by a large community worldwide, and being nowadays reported in more than 2000 scientific papers 
per year [27]. 

The historical evolution of XANES spectroscopy (which acronym was first introduced by 
Bianconi in 1980 [28]) has been quite different from the EXAFS one. In 1960, Van Nordsthand[29] 
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reported a systematic study on the XANES spectra of many transition metal compounds and 
classified their XANES spectra according to the atomic structure and valence of the metal element 
in the compound, also noting the chemical shift with valence. This fingerprint classification was 
used to identify the structural/valence form of elements in catalysts, which are usually highly 
dispersed on a support, so that their X-ray diffraction patterns does not produce Bragg peaks. 
Summarizing, already a decade before the paper that made EXAFS a useful structural 
characterization technique [18], XANES spectroscopy was already able to provide important 
insights. However, for several decades, the XANES spectra were used mainly in a qualitative way, 
measuring edge, shifts considering the presence/absence of certain fingerprint features and 
comparing the data with the spectra of model compounds [30-32]. In the XANES history a 
milestone was the appearance of the first code able to compute a theoretical spectrum starting from 
an hypothesized local structure: the CONTINUUM code by Natoli and co-workers [33, 34]. 
Successively, the appearance of progressively more sophisticated codes, together with the 
increased computational capabilities, has made XANES a spectroscopy able to quantitatively 
confirm, or discard a structural model for the environment of the X-ray absorbing atom [35-43], 
forming thus a new fundamental diagnostic tool in condensed matter physics and chemistry [44-
48].  

Moreover, the quantitative structural determination by simulation of XANES spectra from 
density functional theory (DFT) optimized structures is the only X-ray based available approach 
in case where the catalytic active site is highly diluted, a scenario that is quite common in catalysis. 
In such cases, the contribution of the diluted species to the X-ray scattering process is negligible 
and high-quality EXAFS spectra cannot be obtained in the high-k region, preventing the possibility 
to perform a detailed structural investigation by EXAFS. 

In this manuscript, we summarize some relevant cases from the recent literature (2015-2018) 
and we report unpublished examples where an advanced analysis of the XANES data allowed to 
obtain unprecedented insights on the local structure of metal centers in relevant catalysts. 
 
2. Methods  
2.1. Theory of XANES 
 
X-ray absorption spectroscopy in general, and XANES in particular, is a unique tool which can be 
applied in situ and under operando conditions to extract the local atomic and electronic structure 
of the catalytically active centers [35, 36, 41, 47, 49-86]. Fig. 1a shows the possible signal 
collection schemes adopted in a XAS experiment. The incoming polychromatic synchrotron 
radiation from bending a magnet, a wiggler or an undulator propagates through the primary 
monochromator and reaches the sample. Ionization chambers are used to measure incident and 
transmitted intensities, whereas silicon drift detectors are suited to record fluorescence, thus 
avoiding the spectroscopically irrelevant elastic scattering contribution. A second monochromator 
can be used to select given energy of the fluorescence, thus limiting the spectral broadening due 
to the core-hole lifetime [87]. The later scheme is referred as high energy resolved fluorescence 
detection (HERFD) mode.[80, 88, 89] 
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Fig. 1. Part (a): possible signal collection schemes adopted in a XAS experiment. In the optic hutch, the primary 
monochromator (eventually supported by mirror(s) for beam focusing and harmonics rejection) selects the incident 
beam energy, abscissa axis in part (b). In the experimental hutch, transmission XAS requires the use of two ionization 
chambers I0 and I1 to measure the incident and transmitted fluxes, respectively. The XAS spectrum is obtained as µx 
= ln(I0/I1). In time resolved operando experiments, a third ionization chamber (I2) is recommended to guarantee a 
perfect energy calibration of each spectrum via the simultaneous measure of the XAS spectrum of a reference sample 
µxRef = ln(I1/I2). Alternatively, the XAS spectrum can be detected measuring I0 and the fluorescence decay IF: µx = 
IF/I0. The latter is usually measured by selecting the Ka and Kb lines of the excited element from the Ka and Kb lines 
of all the other elements present in the sample (and from the elastically scattered photons) through an energy-resolved, 
solid-state detector (E-R SSD, DE = 100-300 eV). Alternatively, fluorescence photons can be discriminated with 
improved energy resolution (DE = 0.5-5 eV) by analyzing them with a second monochromator, thus delectating the 
signal with a photodiode (PD); this specific configuration is referred as HERFD XAS. Part (b): a typical XANES 
spectrum (black curve) and its first derivative with respect to energy (red curve), highlighting the pre-edge, near-edge 
and extended spectral regions. The spectrum refers to the Ni K-edge of dehydrated CPO-27-Ni MOF in interaction 
with NO (see Section 3.5 for discussion on this example). 

 
Fig. 1b shows the common notation describing X-ray absorption spectra. Extended X-ray 

absorption fine structure, when properly measured, can provide information about coordination 
numbers and interatomic distances [90]. However, single scattering events dominating the EXAFS 
signal do not contain information about bending angles, as necessary to elucidate the problem of 
adsorbate molecules on the catalytically active centers. Thereby, XANES features should be 
analyzed instead. Theoretical methods and computational software developed over the last two 
decades can perform accurate theoretical XANES simulations, based on the theory on interaction 
of electromagnetic radiation with the matter. The total energy of a particle in an electromagnetic 
field is given by a Hamiltonian (H) obtained by adding to the ground state Hamiltonian (H0) a 
time-dependent potential (V(t)): 

H = H0 + V(t)     (1) 
The interaction of an electron in a molecule/solid with an incident electromagnetic X-ray 

radiation is described by the perturbation theory. A simplified (but practically important) 
formalism to describe the one-electron dipole absorption cross section for the transition from 1s 
core level into continuum final states is Fermi’s golden rule [91-94], first formalized by Dirac [95]:  

𝜎 ℎn = 4𝜋&𝛼ℎn 𝜓) 𝜺 ∙ 𝒓 𝜓-
&𝜌/00(𝐸))𝜌45/00(𝐸-)d(𝐸- − 𝐸) − ℎn) ,  (2) 
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where 𝜺 ∙ 𝒓 is the dipole operator, ℎn	 is the energy of the absorbed photon, h is the Plank 
constant (h = 6.62607 × 10-34 m2 kg s-1), α = 1/137 is the fine structure constant, 𝜌/00(𝐸)) and 
𝜌45/00(𝐸-) are respectively the occupied (initial) and unoccupied (final) density of states (DOS), 
and where the delta of Dirac function guarantees the energy conservation by imposing the Ef = Ei 
+ ℎn condition. The main difficulty in calculating the cross section for real system arises from the 
final state wavefunction ψf in molecules or electron DOS ρ for solids. In a first step of the 
wavefunction calculation, the electron potential, including the electron-nuclei and the electron-
electron interactions, should be computed. DFT is conceived to treat ground-state electron-electron 
interactions [96] and is consequently inadequate to simulate spectra involving electron transitions, 
since these require the description of both ground and excited states. Consequently, spectra 
calculations involving electronic transitions (UV-Vis (ultraviolet-visible), luminescence, UPS 
(ultraviolet photoelectron spectroscopy), XPS (X-ray photoelectron spectroscopy), XANES etc. ) 
are performed in the frame of time-dependent DFT (TDDFT) [97-104]  

The proper description of the pre-edge region of XANES spectra, L2,3 edges of 3d metals 
and excitonic effects requires the many body corrections which can be treated by: (i) using the 
multiplet approach [105, 106]; (ii) solving the Bethe-Salpeter equation (BSE) [107-111]; (iii) 
applying post Hartree Fock (HF) methods [112, 113]; (iv) by using the dynamic mean field theory 
(DMFT) [114]; or by expanding off the many-electron system self-energy in a series of products 
of Green functions and the screened Coulomb interaction (GW) [115, 116]. BSE, post-HF and 
DMFT approaches are beyond the scope of present paper and are not further discussed in the 
following. 

Transition from the core state to the final state can be approximated by the final state rule 
(the wavefunction ψf is calculated in the presence of a static core hole), or by using TDDFT [117]. 
Table 1 summarizes the list of approaches and available software for this task. The corresponding 
one-electron Schrödinger equation can be solved by using alternatively: (i) the Green function 
approach [22, 118]; (ii) the finite difference method [37, 38, 48, 119, 120]; (iii) or by expanding 
the unknown wavefunction into a series of basis set functions [121, 122]. For the last case, plane 
wave basis (widely used in solid state physics), cannot be straightforwardly applied because the 
required pseudopotential approximation cannot account for the presence of a core hole. Nowadays 
this problem is solved in the program package Quantum Espresso [122-126] and its extension 
Xspectra [127, 128], which allow efficient modeling of the excitonic effects in compounds with 
almost empty d-shell. Unfortunately, its application to the middle-row 3d elements still requires 
further investigations. Application of this approach for the high-energy resolved x-ray absorption 
spectra is shown elsewhere [129].  

Several DFT-based codes with localized orbitals in a basis set, such as ADF [130] and ORCA 
[131, 132], are able to directly compute the pre-edge region within the TDDFT approximation. 
TDDFT can provide reasonable values for XANES cross-section up to 40 eV above the absorption 
edge [133, 134], and other techniques are being developed to access higher-lying electronic core-
excited states, e.g. an algebraic-diagrammatic construction scheme [135]. Recently we have shown 
that for the near edge structure of metallorganic complexes simplified to the frozen orbitals 
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TDDFT approximation provides already good agreement between experimental and calculated 
spectra [136, 137].  

 
Table 1. Classification of the methods to calculate XANES spectra and available software for calculations. The 
references for the software are following: FEFF 9.0 [45, 118, 138], CONTINUUM [33, 34], FDMNES [37, 38, 48, 
119, 120], XKDQ [139, 140], SPRKKR [141, 142], MXAN [143-148], ADF [130], ORCA [131, 132], Gaussian [149], 
Quantum Espresso [122-126], Wien2k [150-156], PARATEC [127], Quanty [157], XTLS [158], CTM4XAS [159], 
OCEAN [110, 111], MOLCAS [160-163] EXC!TiNG [109, 116, 164], ONETEP [165]. 

 
 

The Finite Difference Method (FDM) is attractive for calculations of the photoelectron wave 
function up to 100-200 eV above the absorption edge. It avoids in a simple way the muffin tin 
approximation [166] used in most of the quoted softwares, for example in those based on the 
multiple scattering theory (MST). In the latter approximation, the potential is assumed to be 
spherical inside the touching (or overlapping) atomic spheres and constant between them. 
However, in some cases the MST scheme might be not fully applicable, especially when the 
studied compound is sparse or with strong covalent bonds.  

 
Taking as example the CPO-27-Ni MOF upon interaction with carbon monoxide (Fig. 2a 

and section 3.5), we show in Fig. 2b how the space around a Ni2+ ××CO molecular complex is 
divided to avoid muffin-tin approximation in an efficient way [119]. The potential is defined to be 
constant outside a sphere of chosen radius centered on Ni atom (i.e. the region with no atoms 
outside the blue circle) and spherically symmetric inside small spheres centered at atomic positions 
(diameter around 0.5-0.7 Å, marked by red and black colors). No restrictions on the potential are 
set for the intermediate region where interpoint distance equals to 0.2 Å. The wave function in the 
intermediate region is then obtained by solving the Schrödinger equation via the finite difference 

XANES	simulations

DFT,	TDDFT

Green	
Function

FEFF

CONTI-
NUUM

FDMNES

SPRKKR

MXAN

XKDQ

Finite	
difference

FDMNES

Basis	set

ADF

ORCA

Gaussian

Wien2k

Quantum	
Espresso

PARATEC

Many-body

Atomic	
multiplets

QUANTY

XTLS

CTM4XAS

GW

EXCITING

FEFF

BSE

OCEAN

post	HF

MOLCAS

ORCA

DMFT

EXCITING

ONETEP

Quanty



7	
	

method. In the regions with constant or spherically symmetric potential the wave function is 
represented by Neumann and Bessel (or Hankel) functions and as a multipole expansion around 
the center as shown in the figure [119].  

The FDMNES (finite difference method near edge structure) project [48, 119, 120] aims to 
provide a user-friendly tool for the accurate XANES[37, 38] and resonant X-ray diffraction (RXD) 
[167] simulations. Recently we have implemented sparse solvers to significantly accelerate the 
code.[37] We have shown how spin-polarized electron density can be imported from quantum 
chemistry calculations for the finite difference calculations and used subsequently to predict 
spectra for the intermediate states of the 3d metal complexes. Both these effects make accurate 
FDMNES method a unique instrument for the structural refinement using machine learning (ML) 
strategies, as it will be described in Section 3.5. 

 
Fig. 2. Part (a): VASP optimized structure of activated CPO-27-Ni MOF with a CO molecule adsorbed on the 
coordination vacancy of Ni2+ [168]. Ni, C and O atoms are represented by cyan, gray and red balls/sticks, respectively. 
Evidenced in blue is the plane passing by the Ni, C and O atoms of the Ni2+×××CO adduct. Part (b): Total potential for 
the electron calculated on the two-dimensional grid of points taken on the blue plane defined in part (a) by using 
FDMNES software. Color code of the bars represents the values of the potential.  
 
2.2. The multivariate curve resolution (MCR) - alternating least-squares algorithm (ALS) 
methods in the analysis of operando XANES spectra 
 
Multivariate curve resolution (MCR) methods allow to model an experimental dataset as the 
product of a spectral matrix 𝐒, composed by a minimal-uncorrelated set of pure spectra, for their 
signal-related concentration profiles, ordered in a matrix 𝐂 [169].This kind of data factorization 
can be realized through an iterative alternating least-squares algorithm (ALS) called MCR-ALS, 
developed by Tauler and co-workers [170-172]. It is remarkable that this multivariate technique 
seems to be able to isolate the data-source of variation without any assumption about the individual 
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chemical/physical species contributing to the global signal response. As the first step, the algorithm 
requires to determine the number of pure species (i.e. pure spectra) in the multicomponent data 
mixture. This information can be known beforehand or determined by using principal component 
analysis (PCA) and some statistical estimators such us: the analysis of the components variance 
(scree plot), the Malinowsky IND-factor and F-Test [173-175]. The MCR-ALS routine must be 
initialized through the estimation of pure spectra or concentration profiles. For this purpose, 
references spectra or specific techniques apt to generate them, e.g. SIMPLISMA and the Evolving 
Factor Analysis (EFA), are used [176, 177]. Once that the initial estimates have been identified, 
the ALS procedure can take place. For each iterative cycle, matrices 𝐒 and 𝐂 are calculated and 
updated until the convergence is achieved. Along this process, different constraints can be applied 
to the recovered spectra and concentration profiles such as: non-negativity, unimodality and the 
mass balance condition [169]. It is worth noticing that the choice of an appropriate set of 
constraints is helpful in order to provide a chemical/physical meaning to the spectra and 
concentration profiles and to reduce the rotational ambiguities that affect the MCR methods [178]. 
The process’ convergence is usually controlled through a figure of merit related to the model fit 
called lack of fit (%LOF). When the difference of the model fit between consecutive iteration does 
not improve significantly (i.e. a difference lower than 0.1% in the %LOF related to two consecutive 
iterations), the routine terminates providing the optimized forms of 𝐒 and 𝐂 as output [169, 172]. 

In the field of XAS, the use of MCR-ALS algorithm is continuously expanding on different 
topics: ion batteries [179], quantum dots [180], solid-state chemistry [181], and heterogeneous 
catalysis [182-188]. The MCR method has also been applied for analyzing Fe3+/Fetotal in oxidation 
state of iron in amphiboles from micro-XANES data [189], an analytical problem that is very 
relevant in hearth science [190, 191]. 
From the listed references, it is evident that the MCR-ALS method applied to operando XANES 
spectra represents a powerful analytical approach to determine the quantitative speciation of 
chemical species in mutual transformation. This is crucial in time resolved experiments, typical of 
the operando investigation of a working catalyst, but can be relevant also in the analysis of space 
resolved experiments exploiting the micro and nano-focus beamline operative at third and fourth 
generation synchrotron radiation facilities [192]. A detailed example of the potentialities of this 
approach is reported in Section 3.4. 
 
2.3. Machine learning 

Machine learning (ML) represents a group of data analysis methods which are closely related 
to computational statistics and is used to solve problems of classification, regression, clustering, 
distribution analysis, dimensionality reduction, etc. [193]. ML exploits computer algorithms to 
predict the value of the unknown function on the basis of a training sample without being explicitly 
programmed for a given task [193]. This property makes ML a tool of increasing popularity in 
material science. As an example, once trained on a big set of DFT simulations, ML models can be 
applied to predict properties of new structures without performing the time-consuming simulations 
explicitly for them [194, 195]. ML techniques were already applied to a variety of problems of 
interatomic interactions: these include the correction of DFT potentials for the simulation of  water 
polymorphs structures [196], the investigation of oxygen interactions at Pd surface [197], the 
bypass of Kohn-Sham equations for molecular dynamics [198, 199] and the prediction of DFT 
Hamiltonians with Kernel Ridge Regression [200]. Accurate and fast prediction of interatomic 
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potential energy can be further exploited for the discovery of new chemical compounds, as was 
shown in [201] for spin-crossover complexes. 

ML can be applied to the quantitative analysis of spectroscopic data too. Zheng et al. have 
applied ML algorithms to XANES data to predict the correct oxidation state and coordination 
environment of a wide set of compounds, by accounting on a large dataset of spectra calculated 
within the muffin-tin approximation [202]. In this work an Ensemble-Learned Spectra 
Identification (ELSIE) algorithm was exploited: it combines 33 weak “learners” comprising a set 
of preprocessing steps and a similarity metric, and can achieve up to 84.2% accuracy in identifying 
the correct oxidation state and coordination environment. Timoshenko et al. used supervised ML 
(SML) to predict three-dimensional structure of metallic nanoparticles [203]. SML was used to 
unravel the hidden relationship between the XANES features and Pt nanoparticle (NP) geometry 
in Pt supported catalysts. To train the SML method, the authors relied on ab initio XANES 
simulations (see Section 2.1.). Their approach allowed to solve the structure of a metal catalyst 
from its experimental XANES, as demonstrated by reconstructing the average size, shape, and 
morphology of well-defined platinum nanoparticles. This method was applicable to the 
determination of the nanoparticle structure in operando studies and can be generalized to other 
nanoscale systems. Finally, the method of quantum clustering developed by Vainstein and Horn 
[204, 205] can be mentioned: though it is regarded as a machine learning approach for spectral 
analysis, it was not used widely afterwards. 

In the present work we use different ML methods based on ensembles of random trees and 
ridge regression. In Section 3.5 we apply these methods to predict directly the geometry of active 
Ni center in CPO-27-Ni MOF upon gas adsorption. Results of ML studies are compared to the 
XANES fitting procedure by minimizing the integral square difference between theoretical and 
experimental spectra.  
 
3. Selected examples  
 
3.1. Molecular insights into Cr6+/SiO2 catalyst during C2H4 polymerization 
 
The present predictions of the global demand for polyethylene (PE) resins for 2018 is of almost 
108 tons, corresponding to a commercial value of more than 1.5 1011 US $, with an expected rise 
of 4.0% per year in the close future [206]. In this market, the Phillips catalyst (Cr/SiO2) [207, 208] 
covers almost 40% of the high density PE world demand [209, 210]. Notwithstanding the industrial 
relevance of this catalyst, and the fact that it was patented almost seven decades ago [211], there 
is still a lively debate in the specialized literature on the nature of the active sites and on the 
oxidation state of the active chromium species [35, 51, 209, 212-231]. 

In a recent work, Groppo and co-workers [231] reported a detailed vibrational, electronic and 
structural investigation on the formation of the active sites in CrVI/SiO2 based on the synergic use 
of operando Cr K-edge XANES (Fig. 3a), diffuse reflectance UV-Vis and Fourier-transform infra-
red (FTIR) spectroscopies. The spectroscopic data were coupled with online mass spectrometry 
and supported by theoretical calculation (Fig. 3b and insets). The strength of the work consisted in 
the multi-technique approach that allowed the authors monitoring at the same time the changes 
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occurring at the Cr sites, the nature and location of the byproducts and the occurrence of ethylene 
polymerization (Fig. 3c). 
 

 
Fig. 3. Part (a): time evolution of the operando Cr K-edge XANES spectra of the CrVI/SiO2 catalyst (bold black) 
during reduction with ethylene (from black to bold red) and during ethylene polymerization at 150 °C (from bold red 
to bold orange). Spectra were collected in fluorescence mode (see Fig. 1a) at the BM23 beamline of the ESRF [232]. 
Part (b): simulated XANES spectra, computed with the FSMNES code [37, 38], of CrVI/SiO2 (black) and CrII/SiO2 in 
interaction with methylformate and ethylene (orange), and corresponding structural models used to compute the 
XANES spectra (insets) , where silica support has a brutto formula of Si21O48H10. Part (c): time-resolved spectroscopic 
speciation along the three operando experiments: XANES (dashed curves), UV−vis−NIR (solid curves) and FTIR 
(dotted curves). Spectroscopic fingerprints of, from top to bottom: CrVI (first component in the XANES PCA analysis; 
21500 cm−1 UV-vis transition; and 1980 cm−1 FTIR band; CrII in interaction with methylformate and ethylene (third 
second component in the PCA XANES analysis; and 9500 cm−1 UV-vis transition; spectator Cr species (third 
component in the PCA XANES analysis; and 15100 cm−1 UV-vis transition); HDPE (4400−4050 cm−1 UV−vis 
transition; and 2853 cm−1 FTIR band) and methylformate (1573 cm−1 FTIR band). Adapted with permission from Ref. 
[231], copyright American Chemical Society, (2017). 
 

XANES spectroscopy is the most appropriate technique to get quantitative structural 
information in the Cr species hosted on the Phillips catalyst. Indeed, the mostly used structural 
techniques cannot be applied here as the amorphous nature of the silica support prevents the use 
of diffraction-based methods, while the high dilution of the active species (1.0 Cr wt.% on SiO2) 
prevents the collection of high signal to noise (S/N) EXAFS data up to high k-region (see the S/N 
ratio in the spectra reported in Fig. 3a), needed to perform an accurate analysis.  

The simulation of the XANES spectrum of the starting chromate species (black curves in Fig. 
3a,b) was straightforward as its local structure (tetrahedral-like CrVI, characterized by two Cr=O 
double bonds and by two Cr-O single bonds with the silica surface) is well known [208, 213, 217]. 
The spectrum obtained from the FDMNES [37, 38] simulation (black curve in Fig. 3b) on the 
chromate cluster optimized with Gaussian 9.0 code [149] (inset in Fig. 3a) perfectly reproduced 
all the features of the experimental spectrum (black curves in Fig. 3a).  

The quantitative analysis of the remaining set of operando XANES spectra reported in Fig. 3a 
has been much more complex. The crucial key for the success of the study was the very careful 
tuning of the experimental parameters in the three operando experiments (XANES, UV-Vis and 
FTIR) that allowed Groppo and co-workers to clearly distinguish between the formation of the 
active sites (reduction of CrVI to CrII) and the beginning of the polymerization reaction. The series 
of spectra from the black to bold red spectrum in Fig. 3a refer to the CrVI ® CrII reduction by 
ethylene. The XANES spectrum of the pure CrII/SiO2 phase was obtained by reducing CrVI/SiO2 
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with CO [213] and satisfactory simulated by Gianolio et al. [35] by using the previous version of 
the FDMNES code [119]. The correct insight to reproduce the final spectrum (bold orange curve 
in Fig. 3a), mainly representing the CrII sites in interaction with the by-product of the ethylene 
oxidation, came from the operando FTIR experiment showing the presence of two bands at 1617 
and 1573 cm-1 (the latter very strong) that evolve in a parallel way and which were ascribed to the 
stretching modes of the O=C-O unit of methylformate adsorbed on CrII sites. On the basis of this 
observation, a cluster of CrII/SiO2 in interaction with methylformate and ethylene was optimized 
with Gaussian 9.0 code [149] (inset in Fig. 3b) and used as input for the FDMNES [37, 38] to 
obtain the orange spectrum in Fig. 3b, that is able to well reproduce the main features of its 
experimental counterpart (bold orange curve in Fig. 3a).  

The quantitative speciation for all the intermediate XANES spectra has been performed by 
MCR-ALS on the whole set of spectra reported in Fig. 3a, and resulted into three components 
[231]. The first component is virtually identical to the starting experimental spectrum (black curve 
in in Fig. 3a) and is consequently assigned to tetrahedral chromates in CrVI/SiO2. The second 
component is a spectrum similar to that collected at the end of the reaction (bold orange curve in 
Fig. 3a), and is assigned to CrII in interaction with methylformate. Component 2 was recognized 
to be the active species in ethylene polymerization. Finally, component 3 is similar to component 
2 in terms of edge position and white line contribution, while it differs in terms of pre-edge 
features. This spectrum is assigned to the Cr species defined from the UV-Vis measurements as 
the spectator ones [231]. Fig. 3c summarizes the quantitative speciation of both Cr species and 
products obtained by combining MCR-ALS analysis of the operando XANES spectra and the 
operando UV-Vis and FTIR studies.  

Summarizing, Groppo and co-workers [231] have unraveled that the Cr sites involved in 
ethylene polymerization are divalent ions, 6-fold coordinated, and in interaction with an external 
nucleophilic methylformate ligand. This study provides the first spectroscopic identification, at the 
molecular level, of the oxygenated species adsorbed on the active Cr sites during the induction 
period of ethylene polymerization and introduce the important concept that oxygenates remain in 
the Cr coordination sphere during ethylene polymerization [231].  
 
3.2. Ti sites in TS-1 catalyst: discrimination among different crystallographic sites  
 
Titanium Silicalite-1 (TS-1) is a synthetic zeolite with MFI topology [233], where Ti atoms 
isomorphously substitute Si ones at tetrahedral (T) positions within the framework [31, 234-236] 
and is a highly selective industrial catalyst for partial oxidation reactions using H2O2 as oxidant 
[234, 237-244]. Because of the low concentration of tetrahedral Ti in the material (up to 3 wt% 
TiO2 in the best cases), element selective (such as XAS [31, 80, 235, 236, 244-255] and XES [256, 
257]), or chemical group selective (such as resonance Raman [244, 249, 253, 258-263]), 
techniques have been showed to be valuable tools toward its characterization. Even if TS-1 has 
been deeply investigated in the last 30 years, several fundamental aspects regarding its local 
structure are still open. In particular, the possible preferential substitution of Ti at certain specific 
crystallographic positions of the MFI framework is debated. The careful synchrotron X-ray powder 
diffraction study by Lamberti and coworkers inferred as Ti most probably sits in preferential 
framework positions, however the contrast between Ti and Si is insufficient to give a definitive 
picture [264]. The same authors later reported a neutron diffraction study in order to take advantage 
of the superior elemental contrast offered by this technique: the successful approach allowed to 
recognize sites T6, T7, T10 and T11 as the most probable for Ti substitution in TS-1 [265, 266]. 
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A similar approach has been proposed by Hijar and coworkers [267] and Henry et al. [268], 
however both showing partly different outcomes. 

Only recently, the possibility to exploit XANES as a tool for the location of Ti in the MFI 
framework has been proposed by Dong et al. [255], who based their work on a combined 
experimental-computational approach. In detail, they simulated Ti substitution at each of the 12 
independent sites proper of the orthorhombic MFI framework with Pnma symmetry at periodic 
DFT level, then exploiting the resulting structural models as input for XANES simulation. By 
comparing the theoretical relative stabilities of the sites with experimental data (interpreted on the 
basis of the XANES simulations), they finally concluded as T4 is the most probable substitutional 
site for Ti. 
Even if the last work presented a rigorous and valuable approach to the problem of Ti sitting 
position in TS-1, some aspects can be certainly improved. In a recent publication, Signorile et al. 
[269] reported a higher quality computational study of Ti substitution, both in terms of choice of 
the models and level of theory adopted (all electron, periodic B3LYP-D2 calculations). In detail, 
the MFI framework has been described by its lower monoclinic symmetry P21n space group, since 
it has been demonstrated this polymorph is experimentally observed at low degrees of substitution 
(i.e. < 2 atoms per unit cell) of Si by Ti [234, 270]. This initial guess should guarantee a better 
description of a single substituted TS-1 (as usually assumed in computational studies), however 
paying the price of a doubled number (i.e. 24) of independent T sites to be considered (see Fig. 
4a). Another critical point in the simulation of MFI zeolites is represented by the high flexibility 
of this framework, which leads to a rather complex potential energy surface, characterized by 
several local minima. In order to explore a wider portion of it, Signorile et al. [269] exploited 
multiple initial structures (also generated by low level methods) as input for the periodic DFT 
approach. Finally, the authors relaxed all the initial structures at high computational level with the 
CRYSTAL14 code [271], by exploiting the B3LYP-D functional and a double-z quality basis set. 
The most energetically stable model for each site have been exploited to generate a relative 
stabilities ranking for the Ti substitution: sites T10, T9 and T15 have been found to be the most 
stable, accounting for more of the 80% of the substituted positions. The models have been 
validated by simulating NH3 adsorption and comparing the obtained energetic values with 
experimental ones [245, 246]. The key role of the inclusion of dispersive forces in the simulation 
of adsorptive processes in microporous materials has been carefully taken in account [272-275], 
finally leading to a very good agreement with calorimetric data [245, 246]. 

The DFT models described above [269] have been exploited for the XANES analysis of the 
spectrum of a well-manufactured TS-1 (i.e. containing only tetrahedral Ti sites), carefully 
dehydrated at 450°C [244]. The acquisition of the spectrum has been performed at XAFS beamline 
[276] of the Elettra synchrotron. We worked in transmission mode at the Ti K-edge (4984 eV) 
using a designed cell that allowed ex situ pre-treatment [277]. The XANES simulations have been 
carried on with FDMNES code [119, 120], that uses the finite difference method to solve the 
Schrödinger equation (see Section 2.1). The convolution function adopted to model the 
experimental broadening is an arctangent. The simulations have been performed by exploiting 
cluster models derived from the periodic simulations discussed above, accounting for the three 
most stable (T9, T10, T24) and the two less stable (T4 and T24) Ti substituted sites. The results of 
the XANES simulation are presented in Fig. 4b. The experimental spectrum shows an intense pre-
edge (peak A, see Fig. 4b) due to the 1s → 3pd (or A1 → T2) electronic transition that is associated 
with Ti in tetrahedral coordination [31, 235, 244, 247-249, 253]. All the simulations reproduce the 
pre-edge, however the spectrum of the T15 and T10 models manifest the signal at the correct 
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energy. The intensity of the pre-edge is well represented for all the Ti sites, apart from the T15 and 
T4 where it is overestimated. The other spectral features are properly recreated with a good 
agreement for all the models. The T15 model seems to reflect slightly better all the experimental 
details and their energy position, even though the intensities of signals A and B exceed the 
experimental ones. Summarizing, all the simulated XANES spectra reasonably describe the 
experimental TS-1 spectrum, thus it is difficult to categorically infer a preferential substitutional 
position for the Ti site. The most probable hypothesis is that the experimental spectrum is a 
combination of many of the Ti models, possibly with a slightly higher abundance of the T15 site. 

 
Fig. 4. Part (a): representation of the 24 independent T sites in the MFI unit cell in P21/n symmetry. The sites, whose 
optimized structures have been exploited in XANES simulation (part b), are highlighted with colors: T4 (red), T9 
(blue), T10 (violet), T15 (yellow) and T24 (fuchsia). Part (b): comparison among the experimental XANES spectrum 
at Ti K-edge of the TS-1 (gray) and the simulated spectra of five different Ti sites in the MFI framework: same color 
code as in panel (a). The energy alignment of the different spectra has been arbitrarily defined 80 eV below the 
minimum of the first EXAFS oscillation. This choice is consistent because the DFT optimized Ti-O first shell 
distances in the five investigated sites differ by less than 0.02 Å [244]. 
 
3.3. PdHx and PdCy stoichiometry determination of carbon supported Pd catalyst under ethylene 
hydrogenation reaction conditions  
 
Formation of palladium hydride and carbide phases in the palladium-based catalysts is known to 
be critical for a number of important petrochemical reaction, such as catalytic hydrogenation of 
unsaturated hydrocarbons [278]. Under reaction conditions, the discrimination of palladium 
carbide and hydride phases is complicated due to the similar lattice parameters [279] of these two 
phases. In a series of previous works we have demonstrated that Pd K-edge XANES spectra are 
sensitive to the formation of palladium hydrides [279-288] and carbides [279, 283, 286-288], 
providing a new approach for operando characterization of the catalyst under reaction conditions 
by using hard X-rays.  

The extraction of the quantitative information, such as the H/Pd loadings and the relative 
amount of the formed Pd-C bonds, can be performed by fitting the experimental difference 
XANES (ΔXANES) spectra by calculated ones. However, considering n independent structural 
parameters with the allowed ranges divided into N discrete values, the number of spectra to be 
calculated is given by Nn, which may lead to a considerable computational effort to cover the whole 
range. To reduce the number of calculated spectra, we applied the multidimensional interpolation 
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approach [289], as implemented in the FitIt code [290]. Fig. 5 shows the obtained dependencies 
of the theoretical ΔXANES spectra upon the increase of the interatomic Pd-Pd distances (part a), 
H/Pd (part b) and C/Pd ratios (part c). In each of the obtained f(E,p) surfaces only few spectra 
(from 3 to 5) were explicitly calculated through the FDMNES code [37, 38], while the intermediate 
points were predicted by interpolation. To determine the minimal required order of the polynomial, 
the comparison of the directly calculated spectra with the interpolated ones have been performed. 
As an example, in the case of the different C/Pd ratio, a linear interpolation is appropriate in the 
C/Pd range from 0 to 0.125 (see Fig. 6). 

The described approach allows the theoretical spectra to be constructed as a function of n 
parameters fteor(E,p1,p2,…,pn), which can be used to fit the experimental fexp(Ej) spectra by 
minimizing the difference F(p1,p2,…,pn) between the experimental and theoretical spectra, being 
Ej the experimentally sampled energy points: 

𝐹 𝑝<, 𝑝&, … , 𝑝5 ~ 𝑓ABCD 𝐸), 𝑝<, 𝑝&, … , 𝑝5 − 𝑓BEF(𝐸))
&

) 	 	 (3) 

The obtained values of the interatomic parameters were found to be consistent with those 
determined by Fourier-analysis of EXAFS, and were successively fixed to the latter ones to reduce 
the number of variables in Eq. (3). The other two parameters, H/Pd and C/Pd ratios, provides 
important and complementary piece of information, inaccessible by standard EXAFS analysis. 
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Fig. 5. Theoretical ΔXANES spectra demonstrating the effect of the increase of interatomic distances (a), H/Pd (b) 
and C/Pd (c) ratios. 
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Fig. 6. Theoretical ΔXANES spectrum for a C/Pd ratio of 0.0625, obtained by linear interpolation (red line) between 
FDMNES-calculated spectra for bare Pd (horizontal black line) and PdC0.125 (red line). The interpolated spectrum is 
compared with one directly calculated by FDMNES for the PdC0.0625 model (dashed black line). 
 
3.4. Copper site speciation in Cu-exchanged zeolites along thermal activation 
 
This section is devoted to show the application of the MCR-ALS analysis (see Section 2.2) on a 
series of operando Cu K-edge XANES spectra collected on a Cu-exchanged chabasite (Cu-CHA) 
catalyst [291], that is currently object of intensive research efforts due its outstanding performance 
in deNOx chemistry [292-302] and its activity in the partial oxidation of methane to methanol 
(MTM) [303-305]. The understanding, at the atomic scale, the correlation between the catalyst 
composition and the nature of the Cu-species formed upon activation is fundamental to unleash 
the potential of this promising material. In previous works [188, 306], we applied the MCR 
approach, principally to the near-edge region (XANES), in order to quantitatively determine the 
spectroscopic signatures and the concentration profiles of the formed Cu-species. 

We monitored by in situ XANES (at the BM23 beamline [232] of the ESRF synchrotron) the 
He activation, from room temperature (RT) to 400 °C, of a series of six Cu-CHA samples with 
Si/Al and Cu/Al ratio in the 5-29 and 0.1-0.6 ranges respectively [188]. Through this procedure, 
we tried to obtain a better spectroscopic contrast between the reducible and not reducible Cu-sites, 
gaining deeper insights in the self-reduction process in Cu-zeolites. The multivariate analysis 
(MCR-ALS) allowed us to single out the different XAS signatures of five pure Cu-species formed 
in the zeolite cages during the thermal treatment in inert gas: the results from this technique are 
summarized in Fig. 7. The pure XANES spectra and concentration retrieved from MCR-ALS (Fig. 
7a,b) are in excellent agreement with our previous studies on Cu-CHA and with the report of 
Paolucci et al. [301]. Based on the spectroscopic fingerprints of each theoretical XANES spectrum 
and the correspondent temperature-dependent concentration profiles, we were able to assign each 
pure spectrum to a specific Cu moiety, Fig. 7c. Moreover, to reinforce these assignations, we 
simulated the Cu K-edge XANES spectra (see Section 2.1) for the proposed structures. Herein, the 
simulated XANES spectra properly reproduce the distinctive energy shifts of pure spectra and, 
even though partially, their intensity ratios. Detailed information on the XANES simulations can 
be found in ref. [188]. From MCR-ALS, several insights on the impact of the catalyst composition 
on Cu-speciation can be found. At RT, the formation of framework-interacting Cu-species from 
the mobile Cu(II) aquo-complexes seems to correlate with the appearance a four-coordinated 
Cu(II) dehydration intermediate, which abundance is maximum at around 130 °C (see Fig. 7b). 
Then, at higher temperatures, two species progressively develop, whose relative abundance 
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strongly correlates with the Si/Al ratio of the parent zeolite. These include: i) reduction-resistant 
Cu(II) species, charge-balanced by two proximal Al (named 2AlCu(II)), sitting in the chabazite 
six membered ring (6r); and ii) the redox-active 1Al[Cu(II)OH] complexes, preferentially located 
in the eight-membered ring (8r). The 2AlCu(II) population reach a plateau in the 200-300 °C range 
and remains stable until 400 °C. On the other hand, the highest 1Al[Cu(II)OH] concentration  is 
observed at around 200 °C and therein start to progressively decrease in favor of the 1AlCu(I) one. 
These species are identified thanks to their typical Cu K-edge XANES features, i.e. the absence of 
the quadrupole 1𝑠→3𝑑 transition in the pre-edge region and the presence of a high intensity peak 
at ca. 8983 eV (commonly assigned to 1𝑠→4𝑝 transitions) in two- and three-fold coordinated Cu(I) 
centers [52, 62, 297, 307-309]. At 400 °C, the Cu-speciation can be described for all samples as a 
combination of 1Al[Cu(II)OH], 1AlCu(I) and 2AlCu(II) species. Furthermore, we independently 
validated these results by DFT-assisted, multi-component EXAFS fits. Remarkably, the high 
reducibility level observed in the low-loading sample (Cu/Al = 0.1) with Si/Al = 14 contrasts with 
the “2AlCu(II) saturation” scenario, currently dominating in the literature [82, 294, 297, 300, 310]. 
Moreover, the reducibility extend of 1Al[Cu(II)OH] complexes seems to depend on the Al 
distribution (the optimal reducibility is observed for Si/Al = 15). This evidence could be crucial to 
improve our understanding of the self-reduction process in Cu-zeolites, suggesting an important 
role of proximal Brønsted sites. 
 

 
Fig. 7. (a) Results of MCR-ALS analysis of global temperature-dependent XANES dataset collected for six Cu-CHA 
samples with different compositions during He-activation from RT (25°C) to 400 °C. It has been assumed a common 
number of PCs equal to five. The inset reports a magnification of the quadrupolar Cu(II) 1s →3d transition. (b) 
Temperature dependent concentration profiles related to a selected sample with Cu/Al = 0.5 and Si/Al = 15 (bars 
follow the same color code of spectra in panel (a)). (c) Proposed assignments for the five pure components to specific 
Cu-moieties formed in the Cu-CHA catalyst during activation in inert flow. Atoms color code: Cu: green; H: white; 
O: red; Si: grey; Al: yellow. 
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As discussed in ref. [305], the availability of redox-active Cu-species, characterized by an efficient 
self-reduction process during thermal treatment, appears as a crucial requirement for the MTM 
conversion over Cu-CHA. Although 1Al[Cu(II)OH] sites are not directly active, they seem to 
represent the precursors for different Cu(II) active species, which formation requires high-
temperature reaction with O2. To shed light on this aspect, we focus on a selected Cu-CHA sample 
(Si/Al = 12, Cu/Al = 0.5), resulting in an optimal performance for the MTM process [305]. We 
performed a MCR analysis on HERFD XANES (ID26, ESRF) [88, 89, 311] data collected during 
different thermal treatments (in both He and O2 gas flow, from RT to 500 °C), taking advantage 
of the superior energy resolution of the technique in the detection of O2-derived Cu-species [306] 
(Fig. 8a). Herein, after the determination of the number of pure species through PCA (five for the 
activation in He and six for activation in O2), we applied the ALS optimization (using six PCs) to 
a ‘multi-way’ column-wise augmented data matrix (see Fig. 8c) built joining two HERFD-XANES 
datasets collected during the two activations [306]. We pursued this choice because the datasets 
union largely increases the probability to find a pure spectrum whose concentration profile could 
not be fully imbedded into the concentration window of other components, making the spectral 
resolution process more effective [169]. Focusing on the He activation, the trend in the evolution 
of Cu moieties reported in Fig. 8d is qualitatively consistent with the one previously showed in 
Fig. 7b, where the concentration profile for a compositionally similar (Cu/Al=0.5 and Si/Al=15) 
sample has been reported. The decreasing of fully hydrated Cu(II) sites is strictly tied with the 
appearance of Cu(II) species, previously supposed to behave as dehydration intermediates. At 
higher temperatures the 1Al[Cu(II)OH] complexes (from ca. 170 °C inward) progressively form. 
Their concentration profile reaches a maximum at ca. 200 °C and then progressively decreases, in 
favor of reduced the 1AlCu(I) specie. 2AlCu(II) species appear from 200 °C and then reach a 
steady population after 400 °C (~ 15% of the mixture). The final state, as measured after 15 min 
in He at 500 °C, is dominated by a substantial fraction of reduced 1AlCu(I) sites, accounting for 
51% of total Cu. Regarding the new component (i.e. PC4), in accordance with our previous work 
[188], it seems to play a marginal role in the signal reconstruction during the activation in He.  

 
Fig. 8. Parts (a), (b): in situ temperature-dependent HERFD-XANES data collected during O2- and He-activations, 
respectively, for Cu-CHA (Si/Al = 12, Cu/Al = 0.5). Part (c): pure spectra isolated through MCR-ALS algorithm of 
the in situ HERFD-XANES datasets reported in parts (a) and (b). The * symbol indicates the presence of reconstruction 
artefacts in the form of spurious rising-edge peaks for spectra PC5 and PC6. The cause of these results can be identified 
in the presence of very minor contributions, whose concentration profiles are completely embedded in the 
concentration window of much more abundant Cu species. (d), (e): concentration profiles for the pure HERFD-
XANES spectra (reported in (c)) during He-activation (d) and O2-activation (e), plotted as a function of the scan 
number (2 min/scan) and of the related data collection temperature (orange axis, from 37 °C to 500 °C, plus ~ 15 min 
dwelling time in isothermal conditions at 500 °C). Bars have the same colors as the corresponding spectra in panel 
(c). 
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As showed before, during the sample activation in O2 the PC-space is higher than in He (six instead 
of five PCs). Herein, new concentration trends become evident (see Fig. 8e). After the typical 
dehydration phase, at ca. 150 °C, 1Al[Cu(II)OH] complexes and a new specie associated to the 
PC4 appear. Their XANES features are quite similar. This result suggests a similar Cu-
coordination geometry for the two cases, indicating the nature of the PC4 as a Cu(II) site. It is 
worth noticing that, while 1Al[Cu(II)OH] species concentration tends to decrease during the 
activation, the concentration of the PC4 component progressively increases, becoming the 
dominant Cu component in the high-temperature range (70% total Cu at the end of the protocol). 
The 1AlCu(I) sites behave as minority specie, with a concentration oscillating between 2% and 
5%. From these results, we can suppose that the new Cu(II) species could develop from the 
1Al[Cu(OH)] sites (that act as a precursors) and through the re-oxidation process of Cu(I) species 
by O2. 
In order to understand the chemical nature of the corresponding O2-derived Cu(II) sites, further 
studies and experiments should be performed especially in combination with XANES simulation 
of DFT-optimized structures for the different possible CuxOy moieties [305, 312, 313]. In 
particular, the application of the MCR-ALS analysis on XANES spectra collected on different Cu-
MOR samples of known activity allowed Pappas et al. to unambiguous determine the active site 
nuclearity of the direct methane to methanol conversion as a di-copper site. 
 
3.5. Molecular adsorption at Ni2+ sites of CPO-27-Ni MOF 
 

When the PCA analysis is performed on a series of experimental spectra the principal 
components are subject to a quantitative analysis. In the case of the Cr/SiO2 polymerization 
catalyst reviewed in Section 3.1, describing the so-called fingerprint approach, DFT-optimized 
structures were used to calculate XANES and to compare them to the experimental data (Fig. 3). 
In Section 3.4, concerning the Cu red-ox chemistry in the Cu-CHA catalyst, the MCR-ALS 
approach has been applied to reconstruct, without any a priori guessed model, the XANES spectra 
of the principal components. These were attributed a posteriori to Cu species on the basis of an 
expected reaction path and, successively, the assignment was confirmed by comparing the XANES 
spectra attributed to pure phases and DFT computed spectra. This section deals with the 
deformations of the DFT optimized structure until the best agreement between the calculated and 
the experimental XANES spectrum is achieved. We have applied ML algorithms to perform a 
structural determination following both direct and indirect approaches. 

The method is applied here to obtain the local structure of the Ni2+ adsorbing site hosted 
inside CPO-27-Ni MOF upon gas adsorption. While in the previous sections (3.1-3.4) we have 
chosen catalyst of industrial relevance, our choice for the last example concerns MOFs, a new 
class of porous crystalline materials that has attracted a huge attention in the scientific community 
[314-322]. Although the industrial application of MOFs is still limited to few cases [323], this new 
class of materials is predicted to play an important role in the next future, in the fields of gas 
storage and purification,[324-331], catalysis [332-343], electrocatalysis [344, 345] photocatalysis 
[346-349] and biocatalysis [350-357]. 
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Gas sorption, separation and purification and catalytic applications require the availability 
of coordinatively unsaturated metal centers. CPO-27-Ni (also known as MOF-74, having 
Ni2(dhtp)(H2O)2·8H2O composition, where dhtp = 2,5-dihydroxyterephthalic acid), fulfills this 
request [358, 359]. CPO-27-Ni is a three-dimension honeycomb like framework with one-
dimensional channels of about 11 Å diameter running along the c crystallographic axis (see Fig. 
9a). At the intersections of the honeycomb are helical chains of cis-edge connected metal oxygen 
octahedra running along the [001] direction. The first coordination shell of Ni2+ sites consists of 
five framework oxygen atoms, while the sixth coordinative bond faces the channel and is available 
to coordinate ligand molecules, such as a water as shown in the inset in Fig. 9a. Several studies 
have investigated the adsorption of different probe molecules on the coordination vacancy of Ni2+ 
sites inside activated CPO-27-Ni MOFs, among them: H2 [326, 360-362]; CH4 [363, 364]: N2 
[365]; CO2 [363, 366-368]; CO [168, 365, 368-370]; NO [371]; H2O [372]; O2 [373]; H2S [168, 
374]; thiophene [375]; dibenzothiophene [375].  

 

 
Fig. 9. Part (a): 3D representation of a dehydrated CPO-27-Ni structure, highlighting the honeycomb structure along 
the 1D channels of about 11 Å in diameter running along the [001] direction. The C atoms are reported in grey, H 
atoms in white, O in red, and Ni in blue. The inset reports a magnification of the first coordination spheres around a 
Ni2+ center (blue sphere) showing the five framework oxygen atoms (red spheres) and the coordination vacancy inside 
the channel saturated by a water molecule. Parts (b) and (c): structural parameters that were used for the refinement 
of the geometry of the adsorbed position relative to the Ni center in CPO-27-Ni MOF. The picture represents the NO 
adsorption case, but this can be straightforwardly extended to CO; the extension to CO2 is made assuming (in first 
approximation) that the molecules remains linear upon adsorption. Taking atomic positions of the MOF framework 
from DFT calculations [168] the molecule is placed on the polar axis Π which passes through the Ni atom and O1 
atom from CPO-27-Ni framework. Two planes are then constructed: molecular plane, passing through Ni, N, O atoms 
(gray) and the perpendicular plane (blue). Four axes are used for the molecular rotations: the polar axis Π, the axis B 
(which passes through N perpendicularly to Π), the axis A1 (which passes through Ni, perpendicularly to Π in 
molecular plane) and the A2 axis (which passes through Ni, perpendicularly to Π in vertical plane). Any position of 
the molecule inside CPO-27-Ni framework is then constructed via successive transformations (order matters): the β1 
angle specifies then bending angle of the molecule relative to the polar axis; the β2 angle specifies rotation of the 
molecule around the polar axis (β2 is not shown in the figure for simplicity); the α1 angle is the rotation of the whole 
adsorbate around A1 and the α2 angle is the rotation of the whole adsorbate around A2. RNi-ads is the distance between 
Ni and closest atom of the adsorbed molecule. 
 

The aim of the present study is to determine the structure of the NO, CO and CO2 molecules 
adsorbed on Ni2+ sites of CPO-27-Ni, in terms of interaction distance and molecule orientation, by 
optimizing the structure dependent theoretical XANES spectra with the experimental ones. The 
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starting structures, used as input for the accelerated version of FDMNES [37, 38], have been those 
optimized in the periodic calculations performed with VASP5.3 code [376-378] using the PBE 
exchange-correlation potential [379] by Gallo et al. [168]. In this way, the deformation of the 
framework structure upon molecular adsorption are already included in the starting model. To 
optimize the adsorption geometry, the following parameters have been defined: the Ni-adsorbate 
distance (RNi-ads), two angles determining the position of the adsorbate molecule with respect to 
the Ni center (α1, α2) and two angles specifying the bending of the molecule (β1, β2), see Fig. 9b,c. 
The following fraction of the five dimensional space parameter has been investigated: R0

Ni-ads -DR 
< RNi-ads < R0

Ni-ads + DR; -20° < α1, α2 < +20°, 0 < β1 < 90°, while β2 was unrestricted and free to 
vary in the whole [0° - 360°] interval. R0

Ni-ads is the Ni-adsorbate distance optimized in the DFT 
calculations [168] and DR is fixed to 0.15 Å for CO and CO2 (where there was a qualitative good 
agreement between theory [168, 316] and experiment [325, 369]) or to 0.25 Å for NO (because of 
a large disagreement between the DFT optimized value (RNi-ads = 2.101) [168, 372] and the value 
obtained from an EXAFS experiment (RNi-ads = 1.87 ± 0.02) [371]). Note that the mostly used 
angle to define molecular adsorption (i.e. the Ni-N-O one [368]) in this notation is given by 180°- 
β1, see Fig. 9b. It is worth underlining that in this study we use difference XANES spectra for the 
analysis. The difference is calculated between spectrum measured in presence of adsorbate and 
that collected on the activated MOF, showing Ni2+ sites with a coordinative vacancy pointing 
toward the channel Fig. 9a. The use of difference spectra increases the sensitivity of fitting 
procedure and helps to avoid systematic errors of theoretical XANES spectra. 

We use two different ML methods based on ridge regression and ensembles of random trees: 
Classical linear regression and Extra-Trees [193]. Classical linear regression uses the least squares 
method to build the best linear approximation for the target function; for example, dependency of 
XANES at a given energy point on the selected structural parameters (RNi-ads, α1, α2, β1 and β2) can 
be considered as a target function. The least squares method requires solution of the system of 
linear equations. In case of approximately linear dependent arguments this system is poorly 
defined. The addition to the matrix of the system of a unity matrix multiplied by a small value 
(ridge) helps to find stable solution. 

The Extra-Trees [193] ML algorithm constructs a piecewise multilinear approximation of 
the target function. Tree form is used to represent the parameter-space, splitting it into several non-
intersecting regions. Each region corresponds to a tree leaf, that contains a linear approximation 
of the target function. Functions of several randomized trees are averaged to produce the high-
quality approximation. The Extra-Trees algorithm is fast and provides good quality outcomes, 
since it lacks of overfitting. Moreover, it is efficient for both small and large sample sizes [193]. 
To control the quality of the approximation of a function and to estimate the error bar for the 
predicted values, we apply a cross-validation. 

We implemented two different approaches to define the structural parameters: the indirect 
method, described in Section 3.5.1 and the direct method, reported in Section 3.5.2. For both 
approaches the starting point is a set of calculated XANES spectra. A proper set of points, sampling 
homogeneously the region of structural parameters, is required in order to obtain a correct 
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approximation. A better approximation can be achieved via by using the improved Latin hypercube 
sampling (IHS). The comparison between a conventional grid sampling and IHS is shown in Fig. 
10. As clear from Fig. 10b, the IHS is superior over grid sampling in terms of projected interpoint 
distance. 

 

 
Fig. 10. Comparison between conventional grid (a) and IHS (b) sampling in a 2D space of parameters. While the total 
number of points is similar between the methods, the distance between projected points along different axes is smaller 
for IHS sampling. In our case we apply this scheme for a 5-dimension parameter space (RNi-ads, α1, α2, β1 and β2). 

 
ML methods can be used for both direct and indirect approaches. These approaches use 

opposite choice of input parameters and target function. In the indirect approach, the ML 
algorithms are used to approximate XANES between different molecular geometries. The training 
dataset is used to establish correspondence geometry ® XANES. The structural parameters are 
then used as input information for the algorithm, which predicts the XANES spectrum for the 
given parameters values. The approximated spectra are compared to the experimental one for 
different sets of structural parameters until the best agreement is obtained. The details of this 
procedure are described in Section 3.5.1. In the direct approach, the training dataset is used to 
establish the reciprocal correspondence: XANES ® geometry. The input features for the ML 
algorithms are now the data points of XANES spectra. Once the algorithm is trained, the 
experimental spectrum is submitted as input and the corresponding geometry is predicted as the 
output of the process. A thoroughly discussion on the latter approach is given in section 3.5.2. 

 
3.5.1. Indirect approach.  
In general, the problem of the determination of the local structure from XANES spectrum 

requires ab initio computational programs, see Section 2.1. The algorithm searches the structure 
which provides the best matching between the theoretical and the experimental XANES spectra. 
Such procedure was first realized in the MXAN code [143-145, 380]. However, the minimization 
procedure requires a large number of accurate XANES calculations, being consequently very time 
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consuming. During the global minimum search, the optimization procedure should be repeated 
from many different starting points. Besides, every new experimental data for the same molecule 
should be analyzed separately repeating the protocol from the beginning. 

The FitIt approach [289, 290] is based on the approximation of the XANES spectrum on the 
basis of a set of geometric parameters. This severely speeds up the optimization process but it 
requires preliminary calculations of XANES spectra for a given set of structural parameters. FitIt 
applies polynomial interpolation to approximate XANES. ML methods are superior for XANES 
approximation. In the present work, we use quadratic ridge regression and Extra-Trees for this 
purpose. 

Hereafter, we describe step by step the procedure to apply the ML algorithms in the case of 
the indirect approach. In Fig. 9b,c we already defined the set of structural parameters to be 
determined. Fig. 11 shows the variation of XANES spectrum along the trajectory in the 5-
dimensional space for the adsorption CO molecule over the open Ni2+ site of activated CPO-27-
Ni.  

 
Fig. 11. Variation of the theoretical difference XANES spectra for the CPO-27-Ni/ CO adduct. The difference is 
calculated between spectra for the structure with adsorbed CO and that with naked Ni2+ (activated sample). The five 
bold colored curves correspond to the vertices of the trajectory in the 5-dimensional space [Rads, α1, α2, β1, β2], from 1 
to 5 :[2.0, 0.0, 0.0, 0.0, 0.0]; [2.0, 20.0, 0.0, 0.0, 0.0]; [2.0, 20.0, 0.0, 45.0, 0.0]; [2.0, 20.0, 0.0, 45.0, 90.0]; [2.15, 20.0, 
0.0, 45.0, 90.0], respectively.  

To estimate quantitatively the sensitivity of XANES to the variation of different parameters 
we used the relative standard deviation, as exemplified in Eq. (4) for the distance between Ni and 
gas (RNi-ads): 
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where XANES(RNi-ads,α1,α2,β1,β2,E) is the XANES spectrum calculated for a given set of geometry 
parameters and energy E; the function Mean

f<,f&,g<,g&
…  at the numerator is the averaged value of the 

standard deviation of the XANES spectrum obtained by changing only the Rads parameter. This 
value is then normalized by the analogous standard deviation obtained by changing all parameters. 
This fraction is then integrated over all energy points of the XANES spectrum and normalized by 
the energy interval. Stdrel(RNi-ads) is the so-called mean influence of the parameter RNi-ads on the 
XANES spectrum. Equations analogous to Eq. (4) are used to define the mean influence of the 
remaining four parameters: Stdrel(α1), Stdrel(α2), Stdrel(β1) and Stdrel(β2). Table 2 reports the values 
of the mean influences for the five parameters and it allows determining quantitatively which 
parameters affect the XANES spectrum more. 
 
Table 2. The relative standard deviation of XANES calculated as an effect of variation of different parameters on the 
spectrum. See details of the calculations in the text and equation (1) 
Adsorbate 𝑺𝒕𝒅𝒓𝒆𝒍 𝑹𝑵𝒊P𝒂𝒅𝒔  𝑆𝑡𝑑KLM α<  𝑆𝑡𝑑KLM α&  𝑺𝒕𝒅𝒓𝒆𝒍 𝛃𝟏  𝑆𝑡𝑑KLM β&  
CO 0.69 0.09 0.13 0.69 0.03 
CO2 0.84 0.10 0.20 0.46 0.03 
NO 0.77 0.08 0.09 0.58 0.02 

 
From the data summarized in Table 2 it clearly emerges that in all the three investigated 

cases (CO, CO2 and NO) the distance between Ni2+ and the adsorbate (RNi-ads) and the bending 
angle (β1) are the parameters that mainly influence XANES spectra. We will see further that the 
error of prediction of these parameters will be smaller than others in the direct approach.  

The first step in the application of the indirect ML methods consists in the calculation of the 
theoretical training dataset of XANES spectra using finite difference method (FDMNES code [37, 
38]) in the sampled points (see the grid in Fig. 10b) and in their convolution to account for the 
finite life time of the core hole. We used a sphere with a radius of 5.5 Å around the absorbing Ni 
atom and a 0.2 Å finite difference grid interpoint distance for the simulations (see Fig. 2b). The 
convolution parameters for the calculated spectra were obtained iteratively, by minimizing the 
discrepancy between experimental spectra and theoretical ones for the DFT optimized structures 
(details of the DFT optimization are described in [168]). 

The ML algorithm is then trained on the basis of the calculated dataset. In order to estimate 
the quality of the XANES approximation, we further perform a cross-validation. In this step, we 
divide randomly the whole set of calculated spectra into 10 parts, then one of them is used 
successively as a validation test whereas the remining nine becomes the training set. The error 
value is then estimated as the ratio between the error of the average prediction and the error of the 
approximated spectrum. The average prediction is the averaged XANES spectrum over all 
geometric parameters. For the calculation of the error we use the L2 norm factor, that is the integral 
over squared difference between theoretical and experimental difference spectra [193]. For 500 
IHS points we approximate XANES at 0.16 and 0.20 relative to average prediction error for Extra-
Trees and Ridge Regression algorithms correspondingly. The averaged L2 norm over all 500 pairs 
of calculated by FDMNES and predicted spectra is 0.04 for Extra-Trees and 0.05 for Ridge 
Regression. In order to visualize these error values for a given approximated spectrum we sorted 
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all the pairs of difference between the exact and the predicted spectra by decay of their L2 
difference norm. Fig. 12 shows the pairs which correspond to the median error. 
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Fig. 12. Comparison between interpolated (orange) and exact (blue) difference XANES spectra for the CPO-27-Ni in 
interaction with CO, which differ from each other on the median error of interpolation. The difference spectra for 
Extra-Trees method were shifted vertically for clarity.  

 
In case the quality of the approximation would not be satisfactory, one should increase 

number of IHS points (see Fig. 10b). In this case, a random sampling strategy is more convenient, 
since we can easily add new random points without recalculating all the sampling points as in IHS. 
Conversely, in case the quality of approximation would be considered satisfactory, we will perform 
the training of the ML algorithm on the whole set of calculated spectra and apply the optimization 
procedure to find the geometric parameters whose calculated spectrum fits best the experimental 
one in terms of L2 norm. The amount of points required to achieve a good approximation depends 
on the range of variation of structural parameters. For the range of the parameter-space that has 
been investigated, we have determined that a value of IHS=500 (or random = 1000) gives as 
satisfactory interpolation. Table 3 and Fig. 13 summarize the structure prediction results obtained 
through the inverse method.  
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Table 3. Column labeled by (ML): structural parameters predicted by the ML inverse method for the CO, CO2 and 
NO adsorption. For the two parameters for which ML analysis of XANES data is able to provide reliable estimations 
(RNi-ads and β1), columns labeled with (DFT) give the comparison with the DFT optimized structures [168]. Finally, 
those labeled with (exp) give the comparison with the experimental values obtained by EXAFS [369, 371] or by with 
powder XRD refinement [325]. The solution for the case of NO adsorption was not unique and we obtained two 
minima with almost equal L2 norm values between experimental and interpolated spectra. Single star (*) marks the 
minimum with larger Ni-N distance and linear configuration of the molecule; double stars (**) the second minimum 
with smaller Ni-N distance and bended configuration of the molecule. 
 

Adsorbate RNi-ads 
DFT (Å) 

RNi-ads 
exp (Å) 

RNi-ads 
ML (Å) 

α1 ML 
(°) 

α2 ML 
(°) 

β1-DFT 
(°) 

β1 exp 
(°) 

β1 ML 
(°) 

β2 ML 
(°) 

CO 2.15 2.11(2) a 2.17 -3 -1 11 0 a 11 170 
CO2 2.38 2.289 b 2.30 6 -14 59 65(2) b 69 197 
NO* 2.11 1.87(2) c 2.15 12 -11 58 50 c 25 290 

NO** 2.11 1.87(2) c 1.97 9 3 58 50 c 70 359 
a EXAFS data from ref. [369]. 
b Powder XRD data from ref. [325]. 
c EXAFS data from ref. [371]. 
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Fig. 13. Comparison between the best fit theoretical difference XANES spectra obtained with the ML approach (red 
curves) and experiment spectra (black curves) in terms of L2 norm as obtained in the inverse method of fitting. Single 
star (*) marks the minimum with larger Ni-N distance and linear configuration of the molecule; double stars (**) mark 
the second minimum with smaller Ni-N distance and bended configuration of the molecule, see Table 3 for the 
structural details. The pairs of spectra for different molecules were shifted vertically for clarity. 
 

In the case of CO adsorption the ML simulation provides a good agreement with both DFT and 
experimental values, being the discrepancies for RNi-CO of 0.02 and 0.06 Å, respectively and 
foreseens the end-on adsorption geometry (β1 = 11°, corresponding to a Ni-C-O angle of 169°). 
Fig. 14 reports the two-dimensional L2 norm distribution, showing the presence of a well-defined 
global minimum for the CO molecule, thus highlighting the reliability of the ML inverse method 
in determining both adsorption distance and Ni-C-O angle. The same holds for CO2 adsorbate, 
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where the discrepancies with the experiment is 0.01 Å for RNi-OCO and 4° for β1. More complex is 
the case of NO adsorbate. As described in Table 3, the solution for the NO adsorption is not unique. 
Two different geometrical configurations provide similar discrepancy between theory and 
experiment based on the integrated square difference, see Fig. 13.  

 
Fig. 14. L2 norm calculated in the 2D subset of parameters from the 5D space for ML analysis of the XANES spectrum 
of CPO-27-Ni in interaction with CO. A clear minimum is observed for β1 = 11°and DRNi-CO = + 0.02 Å (with respect 
to the DFT optimized value, corresponding to RNi-CO = 2.17 Å, see Table 3), testifying that the ML inverse method is 
able to correctly define both adsorption distance and Ni-C-O angle. For symmetry reasons (see Fig. 9b) the L2 norm 
values are symmetrical for the β1 ® -β1 operation (not shown in the figure. 
 

3.5.2. Direct approach  
The modern development of ML methods made it possible to apply a direct algorithm for 

solving a problem of finding of structural parameters. In contrast to the inverse approach, where 
the ML algorithms are used to predict the XANES spectral shape for a given set of structural 
parameters, in the direct approach ML algorithms are trained to predict the geometry parameters 
from a given XANES spectrum. The direct method has several advantages. First, this approach 
automatically divides the geometry parameters into two subsets: those which can be accurately 
determined from the XANES spectrum vs. those that cannot be precisely determined. Existing 
methods, based on minimizing the standard deviation from the experimental spectrum (MXAN 
[143-148] and FitIt [289, 290]), do not allow this discrimination. The second advantage is that 
there is no need to select the comparison metric of the XANES spectra. The minimization of 
different metrics leads to different final structures and it is not clear which is the correct one. 
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We found that for some geometry parameters the direct method of ML returns unstable 
results. Small changes of the properties of the algorithm (number of trees, depth of trees, etc.) or 
the change of the ML method cause large variations on the predicted values. Such behavior is not 
erroneous but intrinsic for geometry parameters with several possible values. In order to 
understand the reasons beyond this behavior, we estimated the probability of a parameter to belong 
to and an interval of values rather than predicting a single value. 

To estimate the probability of the given parameter to be in a certain interval by means of 
Extra Trees, the task of direct prediction was reduced to the task of classification through a 
standard discretization procedure. The interval of the variation of structural parameter was divided 
into N equal segments S1…SN. The parameter value P has class i if P belongs to Si. The results of 
training of Extra Trees classification algorithm over the XANES database and its application to 
the experimental spectrum of CO adsorbed on Ni2+ centers of CPO-27-Ni are the set of 
probabilities shown in Fig. 15. 

 

 
Fig. 15. Probability distribution predicted through the direct approach for the bending angle β1 (part a) and rotation 
angle β2 (part b) of the CO molecule relative to the Ni2+ center.  

The results reported in Fig. 15 reflect outcomes of the the indirect ML approach (Table 2), 
where the high sensitivity of the XANES spectrum to the β1 parameter (Stdrel(β1) = 0.69) and a 
poor one for the β2 (Stdrel(β2) = 0.03) emerges. Indeed, the probability of finding β1 has a narrow 
distribution around 10° (Fig. 15a), whereas the probability of finding β2 is spread over the whole 
0-360° range (Fig. 15b).  

Table 4 shows the estimated parameters values (with the corresponding errors) obtained from 
the analysis of the XANES spectra with the ML direct method for CO, CO2 and NO adsorption on 
CPO-27-Ni MOF. The cross-validation procedure, described above in section 3.5.1, is used to 
estimate the quality of the approximation in the geometry parameters (Error values in Table 4).  

 
Table 4. Predicted values from direct approach and their mean average error calculated from the cross-validation 
procedure: columns labeled with (ML). For the two parameters for which ML analysis of XANES data is able to 
provide reliable estimations (RNi-ads and β1), columns labeled with (DFT) give the comparison with the DFT optimized 
structures [168]. Finally, those labeled with (exp) give comparison with the experimental values obtained by EXAFS 
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[369, 371] or powder XRD refinements [325]. The solution for the NO absorption case was not unique. Single star (*) 
marks the minimum with larger Ni-N distance and linear configuration of the molecule; double stars (**) marks the 
second minimum with smaller Ni-N distance and bended configuration of the molecule. 
 

Adsorbate RNi-ads 
DFT (Å) 

RNi-ads 
exp (Å) 

RNi-ads 
ML (Å) 

α1 ML 
(°) 

α2 ML 
(°) 

β1-DFT 
(°) 

β1 exp 
(°) 

β1 ML 
(°) 

β2 ML 
(°) 

CO 2.15 2.11(2) a 2.14(1) -5(8) 4(7) 11 0 a 13(3) 187(94) 
CO2 2.38 2.289 b 2.27(1) 1(8) -8(5) 59 65(2) b 59(5) 209(91) 
NO* 2.11 1.87(2) c 2.13(1) -12(7) -7(8) 58 50 c 25(4) 100(95) 

NO** 2.11 1.87(2) c 2.03(1) 8(7) 8(8) 58 50 c 70(4) 260(95) 
a EXAFS data from ref. [369]. 
b Powder XRD data from ref. [325]. 
c EXAFS data from ref. [371]. 
 

Summarizing, both the indirect (Table 2 and Table 3) and the direct (Table 4) ML approaches 
agree in highlighting that, among the 5 structural parameters selected in our study (Fig. 9b,c), only 
the adsorption distance (RNi-ads) and the bending angle β1 affect significantly the XANES spectrum, 
and these can be reliably determined form the experiment. As far as RNi-ads and β1 parameters are 
concerned, both the indirect and the direct ML approaches provide quantitatively consistent values, 
that are in quantitative agreement with the experiments for the adsorption of CO and CO2. 
Similarly to the results obtained in the inverse method, the probability distribution for the NO 
bending angle has two maxima, around 25° and 70°. The reason for this is intuitively clear from 
the Fig. 13, which shows the ambiguity in the positioning of the NO molecule with respect to the 
L2 norm value. This fact can be attributed to the additional deformations of the CPO-27-Ni 
framework occurring upon adsorption and not properly accounted by DFT optimization. Thus, for 
a proper optimization of the NO adsorption geometry, the number of structural parameters should 
include some degrees of freedom for the CPO-27-Ni structure itself too, which we foresee to 
perform in future. 
 
4. Conclusions and perspectives 
As evidenced in the examples selected in this review, XANES spectroscopy has become a mature 
technique for the quantitative structural determination of active sites in the field of catalysis. 
Impressive improvements have been done in this direction since the early-eighties, when the semi-
empirical Natoli’s rule[381, 382] was formulated, correlating the energy position of the first 
XANES resonance after the edge with the inverse of the square of the first shell boned distance; 
nowadays a full 3D reconstruction of the local environment of the absorbing atom is achievable. 
Moreover, besides the intrinsic high penetration depth of hard X-rays that allow operando 
experiments to be performed in presence of reactants from both solid and liquid phases, the 
technique is pushing the frontier of science into two main directions.  

The first direction concerns the improvements in the experimental setups, allowing spectra to 
be collected with progressively improved time- and/or spatial-resolution. Moreover, an increasing 
number of beamlines are presently (or will be soon) equipped with a secondary monochromator, 
allowing HERFD XANES spectra to be collected; this will improve the quality of the pre-edge, 
edge and post-edge features that can be detected, increasing the possibility to discriminate among 
structurally similar species. Another ongoing developments concerns XANES spectroscopy in the 
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soft X-ray range (200-1500 eV), sometime named near edge X-ray absorption fine structure 
(NEXAFS) [383-385], a potentially highly informative technique in the field of catalysis because 
it gives access to the L-edges of first-row transition metals and to the K-edges of relevant elements 
such (e.g. C, O and N). The former provide insight on the s-d-based unoccupied DOS, that is 
complementary to the p-based one investigated in K-edge XANES spectra with hard X-rays, the 
latter makes accessible insights from the reactants and products, that can complement the 
information on the metal active center. Unfortunately, for a long time, the low penetration depth 
of soft X-rays (and even the smaller of photoelectrons, when the electron yield-mode is chosen for 
detection) [94] has limited the studies in catalysis to ex-situ experiments. However, in the last 
years, instrumental improvements resulted in the realization of differential pumping systems [386, 
387] and of membrane-based cells [388-390], where NEXAFS spectra (even in electron yield) can 
be collected under near-ambient and ambient pressures, respectively. We foresee that these 
instrumental improvements will represent a frontier in the studies of in situ and operando catalysts 
in the next few years.  

The second direction is related to the data analysis and is twofold. On one hand, progressively 
more sophisticated codes allow a better reconstruction of the theoretical spectra, while the constant 
increase of the computational capabilities allows dealing with larger models in simulations and 
higher level of theory to be used in the solution of the Schrödinger equation. On the other hand, 
sophisticated approaches are used to handle the huge data sets generated by space- or by time-
resolved experiments. Chemometric approaches such as PCA allow determining how many 
different species are contributing to the overall set of collected XANES spectra, while MCR-ALS 
approach, allows disentangling the XANES spectra of the pure species and to determine 
quantitatively their contribution in each of the different collected spectra. The application of ML 
approaches to XANES spectroscopy is still in its earlies stage but we foresee that it will 
revolutionize the way we are performing the XANES analysis and it will allow obtaining an 
unexpected number of structural information. The application of the advanced analytical tools 
described in this work is not restricted to XANES spectroscopy, but it can be in principle extended 
to any kind of spectroscopy, e.g. to X-ray emission spectroscopy (XES) [1, 88, 89, 311, 391], that 
is a complementary technique with respect to XANES allowing the occupied DOS to be 
investigated. 
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