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ABSTRACT

The target article presents a new version of if-thenism: call it IF-thenism. In this commentary I discuss whether IF-thenism can solve a problem that besets classic if-thenism. The answer will be that it can, on certain assumptions. I will briefly examine the tenability of these assumptions.
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1. A Problem for Classic If-thenism

Classic if-thenist accounts of pure arithmetic paraphrase an arithmetical sentence p with ‘if Ax, then p’, where Ax is some axiomatization of arithmetic (see Yablo [2017: 7]). For a suitable choice of ‘Ax’, this paraphrase-method maps each arithmetical truth to a necessary truth. But it is not clear that the strategy succeeds in paraphrasing each false arithmetical sentence with a sentence that is false in all models. If the strategy employs a material conditional to express ‘if . . . then’, it ends up mapping ‘0=1’ to ‘Ax⊃(0=1)’, which is true in all models in which Ax is false, such as all models with only finitely many individuals. On the (commonly accepted) assumption that worlds with finitely many individuals are possible, this means that the classic if-thenist paraphrase of ‘0=1’ is not false in all models.
 

This limitation of classic if-thenism is a consequence of a negative result proved by Rayo [2015]. The Negative Result is: 

(NR) There is no effective paraphrase-method associating necessary truths to pure arithmetical truths, and absurdities to arithmetical falsehoods, that does not either:

(i) Rely on intensional operators, 
(ii) Rely on controversial metaphysical assumptions, that is that finite models are impossible,
(iii) Rely on controversial linguistic assumptions (like the use of a very powerful higher-order logic), or
(iv) Rely on some subtraction assumptions (see below). 

2. Ways Out

NR is a barrier for all versions of if-thenism: either if-thenists give up the project of mapping arithmetical truths (falsehoods) into necessary truths (absurdities) or they must choose between (i)-(iv). 

The usual way to deal with NR is to embrace option (i): Hellman’s version of if-then-ism (Hellman [1989]), see Yablo [2017: 4]), for instance, makes use of modal operators.

I think it might be interesting to explore a different way to deal with NR. The target article provides the resources to do so. I will consider a version of IF-thenism that replaces the material conditional ‘⊃’ with the remainder conditional ‘→’ (see Yablo [2017: sections 7–11]), paraphrasing p with ‘Ax→p’.

Even though the remainder conditional is not truth-functional, the strategy is better described as opting for (iv) rather than (i), for reasons that I will make explicit (section 2).

The key point to keep in mind in order to evaluate the IF-thenist strategy described above is one made by Rayo [2015: 71]: ‘It is [ . . . ] not immediately obvious that the operation of subtracting mathematical content can be defined in a way that delivers interesting results.’ 

The point of this note is to show that if: (a) The operation of logical subtraction is defined in the way proposed by the target article and (b) we make some assumptions on what counts as a truthmaker of some necessary truths, then we get some interesting results.

3. Differences with Hellman’s Strategy

The remainder conditional is not truth-functional, so there is a sense in which IF-thenism relies on non-extensional operators and thus also falls in the (i)-camp. Still, IF-thenism does not use modal operators. Moreover, A→B is not equivalent to ☐(A⊃B) and there is an important sense in which A→B is made true by an actual fact, not a modal one (see Yablo [2017: 9] which explains what this means). Finally, IF-thenism differs from Hellman’s strategy in this respect: according to IF-thenism the consistency of Ax is presupposed rather than asserted in typical utterances of pure arithmetical sentences.

4. How to Evaluate Ax→p

Simplifying a little bit, the procedure sketched by Yablo to evaluate A→B is the following.
 We consider the two material conditionals:

(a) A⊃B

(b) A⊃(B

Call a truthmaker for ‘A⊃B’ A-compatible if it holds in some A-world. We evaluate A→B in a world w as follows: 

If just (a) has an A-compatible truthmaker in w, A→B is true in w.

If just (b) has an A-compatible truthmaker in w, A→B is false in w.

Otherwise A→B is not evaluable in w.

I will assume that Ax is a categorical theory, like PA2. I will assume that Ax is consistent. I will also make this assumption: 

1. When ‘Ax⊃p’ is a logical truth, it has an Ax-friendly truthmaker in every world.

Combined with the assumption that Ax is categorical (1) yields these results:

If p is a true arithmetical sentence, 

(a) Ax⊃p is a logical truth, so it does have an Ax-friendly truthmaker in every world (by 1).

(b) Ax⊃(p is false in Ax-worlds; it is true in not-Ax-worlds, but only because Ax is false, so either it is false or it is not true for an Ax-compatible reason, so it never has an Ax-compatible truthmaker.

Ax→p is true in all possible worlds, when p is an arithmetical truth.

When p is an arithmetical falsehood, the situation is symmetric:

(a) Ax⊃p is false in Ax-worlds; it is true in not-Ax-worlds, but only because Ax is false, so either it is false or it is not true for an Ax-compatible reason, so it never has an Ax-compatible truthmaker.

(b) Ax⊃(p is a logical truth, so it does have an Ax-friendly truthmaker in every world (by 1).

So Ax→p is false in all possible worlds, when p is an arithmetical falsehood.

This of course depends on Ax being consistent. If Ax were inconsistent, there would not be any Ax-friendly truthmakers, so the remainder conditional would not be evaluable. 
5. How Plausible is Assumption (1)?
Assumption (1) is not obvious. It arguably fails on what Yablo calls the recursive conception of truthmakers (see Yablo [2014: ch. 4]). 
 On this approach, the truthmakers for ‘A⊃B’ (which is equivalent to ‘(A(B’) are the truthmakers of (A plus the truthmakers of B.
I won’t attempt a full defence of (1) here. Rather, I will provide some reasons why IF-thenists should be attracted to it and point out that there is one approach to truthmakers that supports (1). 

The approach that vindicates (1) is what Yablo calls the ‘reductive’ or ‘minimal’ conception of truthmaking. Sometimes the truth of a disjunction is better explained by a fact that ‘ensures that one disjunct or the other is true, without taking sides’ [Yablo 2014: 60], rather than a fact ensuring the truth of one of the disjuncts. Why not in the case of ‘(Ax ( p’?

Yablo suggests that the reductive conception of truthmakers is the one needed for logical subtraction [Yablo 2014: 69]. The problem with the recursive approach, Yablo writes, is that on that approach

A disjunction’s truthmakers are inherited from its disjuncts; synergistic relations, if any, between them are ignored. Subtraction lives off this relations, so subtractive truthmakers had better be minimal truthmakers [ibid., italics mine].

IF-thenim also lives off the synergistic relations between Ax and p, so we better find a truthmaker for Ax⊃p that does neither rule out Ax nor rule in p. Here is one proposal, others are possible.
The reason why it is true that if a certain sequence of objects is an omega sequence, then it has infinitely many objects occupying prime-number positions is that omega-sequences include infinitely many primes. The sentence in italics rules out the possibility of having a system of objects satisfying the requirements for being an omega sequence but having only finitely many primes. The nature of omega-sequences (conceived as a fact) explains why Ax⊃p (and also Ax→p) is true at any world. It explains the relation between the antecedent and the consequent. Facts having to do with why p is true at a world don’t explain this relation.
 
Consider an example by David Lewis discussed by Yablo [2014: 91 fn. 24]. The reason why ‘Brakeless trains are dangerous’ is true in the actual world is not that there are no brakeless trains. It’s the other way round: the reason why there are no brakeless trains is that they are dangerous. That brakeless trains are dangerous is a truth about the nature of objects of a certain kind, which holds independently of whether the kind is instantiated or not. Something similar, I am suggesting, holds for ‘Omega-sequences include infinitely many primes’ (see Yablo [2014: 90–1]. 
Consider an example from Khoo [nd]. If it is a necessary truth that all kings are monarchs, this necessary truth is responsible for the truth of the conditional ‘If there is a King of France, he’s a monarch’ also in worlds where France is a Republic. ‘If there is a King of France, he’s a monarch’ is true because kings are necessarily monarchs. ‘If there is an omega sequence, it contains infinitely many primes’ is true because omega-sequences necessarily include infinitely many primes.

Another reason in favour of (1) has to do with one central ‘result’ of Yablo [2014], namely that:

(3) Remainders = interpolants

The result is vindicated if we adopt (1): This might count as a reason in its favour.

A remainder A-B has the same content as the remainder conditional B→A: The proposition true (false) in a world w iff just B⊃A (B⊃(A) has a targeted truth truthmaker in w (that is, a B-compatible, efficient truthmaker).

An interpolant ?R? is the missing premise in an enthymeme having B as premise and A as conclusion:

B

???

A

Of course, there are many candidates to the role of missing premise in this argument: B⊃A, A, A&C, A(B . . . An interpolant is defined as the ‘best’ candidate for the role of missing premise. This means that the gap should be filled with a proposition that, when conjoined to B, entails A, does not entail anything more than A, and makes the best use possible of the premise B, which means that it does not contradict it, nor overlap with it. 

This means that ?R? should meet the following requirements [Yablo 2014: ch. 11]:
Sufficiency: ?R? entails B⊃A.

Necessity: B entails that ((?R?⊃(A).
Combinability: No truthmaker for ?R? force B to be false.

Originality: No false-maker for ?R? should force B to be false.

Efficiency: ?R? should use as much of B as possible (see below).
Efficiency requires some comments. To ‘use as much of B as possible’ means that the truthmakers for ?R? entail as few conditionals of the form B*⊃A as possible, where B* is an implication of B. 

Now, consider the case where B⊧A. What is the best way to complete the enthymeme? 

B

????

A

I submit that the best way to fill the gap in this case is actually not to add anything, because when B⊧A there is no gap to fill: The argument is already valid. The remainder, in this case, is a logical truth: ‘B⊃A’, if you want a sentence to represent it - conceived as a proposition, the remainder is the weakest possible proposition, T.

Necessity and sufficiency are satisfied: B⊃A is a logical truth, thus entailed by anything; its negation is an impossibility, which entails anything. Combinability is satisfied, if we assume (1). When B⊃A is Ax⊃p, the reason why the conditional is true is, I submit, the nature of the omega-sequences. The nature of the omega-sequences, conceived as a fact, is a conceptual necessity, thus true at every world, thus Ax-compatible. There are no false-makers for Ax⊃p, when Ax⊧p, so Originality is vacuously satisfied. It is also efficient: If the truthmaker for Ax⊃p is a necessary truth, then it entails Ax*⊃p only if Ax*⊃p is a necessary propositions and thus entailed by any proposition.
What about the case where B⊧(A? 

B

????

A

I submit that in this case the gap should be filled with (, the proposition true at no world. The other natural candidate for the role of interpolant, (B, is ruled out on the ground of having only B-incompatible truthmakers.

( entails anything, so Sufficiency is satisfied. B entails (A, so it also entails that ‘T⊃(A’ (T is the negation of (), so Necessity is satisfied. If we assume that ( has no truthmakers (it is never true, so there is nothing that makes it true), it is vacuously true that none of its truthmakers force B to be false, so Combinability is satisfied. Taking p as A and Ax as B: When Ax ⊧ ¬p, Originality is satisfied if we take ( to be expressed by Ax&p and identify the false-maker for Ax&p with the truthmaker for Ax ⊃ ¬p: Such a truthmaker is compatible with Ax in virtue of (1).
 Efficiency is satisfied vacuously: All truthmakers for ( are efficient because there are none.
6. Conclusion

In this commentary I pointed out a potential advantage of Yablo’s version of if-thenism over classic if-thenism. Whether this advantage is genuine depends on one assumption about truthmakers. Yablo might be right that truthmaker theory is a can of worms that it is better not to open [Yablo 2014: 54]; but I am afraid we need to open the can a little bit more than we have done thus far in order to evaluate his proposal.
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� 	This problem arises also for the account of arithmetic presented in Yablo [2002]. In that account the paraphrase of ‘k+l=h’ is not incompatible with the paraphrase of ‘k+l(h’, so the conjunction of the two paraphrases is not a contradiction. See also Rayo [2015: 69, fn. 8]. 


� 	I am not discussing here a further requirement that truthmakers for the material conditionals should meet, in order for A→B to be evaluable, beyond that of being A-compatible: they should also not be ‘wasteful’. See below.


� 	Rosen [2017: 10] makes a similar point.


� 	Yablo’s terminology might be misleading. 


� 	Another possibility is to treat a proof of p from Ax as a truth-maker for ‘Ax⊃p’. But in some cases it won’t be possible to find such a proof, given the first incompleteness theorem. 


� 	More simply: according to (1), T has Ax-compatible truthmakers. In Yablo's framework it is possible to define a directed proposition T*, which is true in all worlds (as T), but has as truthmakers only the truthmakers of T that are Ax-compatible (see Yablo [2012] for details). (* can be defined from ( in a similar way. Truthmakers for T* are false-makers for (*.
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