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Abstract. The extragalactic background light is comprised of the cumulative radiation from all galaxies across the history of the universe. The angular power spectrum of the anisotropies of such a background at near-infrared (IR) frequencies lacks of a complete understanding and shows a robust excess which cannot be easily explained with known sources. Dark matter in the form of axion-like particles (ALPs) with a mass around the electronvolt will decay into two photons with wavelengths in the near-IR band, possibly contributing to the background intensity. We compute the near-IR background angular power spectrum including emissions from galaxies, as well as the contributions from the intra-halo light and ALP decay, and compare it to measurements from the Hubble Space Telescope and Spitzer. We find that the preferred values for the ALP mass and ALP-photon coupling to explain the excess are in tension with star cooling data and observations of dwarf spheroidal galaxies.
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1 Introduction

The cosmological and astrophysical evidence for the presence of non-baryonic matter, the dark matter, is now overwhelming. Nevertheless, despite a huge theoretical and experimental effort the nature of dark matter is still a mystery. Appealing dark matter candidates are those which can also help to solve other puzzles of the Standard Model (SM) of particle physics. For example, the most promising solution to the strong CP problem involves the introduction of a pseudo-Nambu-Goldstone boson known as the ‘QCD axion’, which can also play the role of dark matter [1–8]. A peculiarity of the QCD axion is its coupling to photons, which enables its radiative decay with a lifetime:

\[ \tau_a = \frac{64\pi}{m_a^3 g_{a\gamma\gamma}^2}, \]  

(1.1)

where \( m_a \) is the axion mass and \( g_{a\gamma\gamma} \) its effective coupling to photons. Notice that in the case of the QCD axion there is a relation between this coupling and the axion mass, see e.g. [9]. More generically, many extensions of the Standard Model, e.g string theory, predict light particles which share the same coupling to photons of the QCD axion, but that might not be related to the strong CP problem, and for which \( m_a \) and \( g_{a\gamma\gamma} \) are independent parameters. These are referred to as axion-like particles (ALPs). The decay of an ALP produces two photons, each with frequency equal to \( \nu = m_a/4\pi \). Depending on the ALP mass various searches of this decay have been proposed, ranging from radio to optical and X-ray frequencies [10–24].

In this paper we study the possibility that the ALP decay contributes to the extragalactic near-IR background. In particular, at these wavelengths there is a significant discrepancy between measurements and model predictions for what concerns the angular anisotropies of this background. An even larger discrepancy might be present in the intensity signal, however, currently, its significance is very uncertain mainly due to large uncertainties in
the absolute measurements of the foreground contamination by Zodiacal light, see e.g. [25]. We therefore focus on the anisotropy measurements which represent a “cleaner” signal since the Zodiacal light has a smooth spatial distribution, and the angular correlation function of intensity fluctuations is expected to be dominated by extragalactic sources (for sufficiently small angles).\footnote{The possibility to explain the excess in the intensity signal with ALP decays have been studied in [26–28].} There seems to be a general consensus that the “excess” in the near-IR background anisotropies is of extragalactic origin, even though its nature is still under debate. For a recent review on the topic, see [29] and references therein.

Here we consider as a possible explanation the cosmological IR-emission associated to the ALP decay. The resulting spectrum is composed by a collection of lines at different energies (each line corresponds to a given redshift) which can then contribute to the anisotropy power spectrum of the background and explain the observed excess clustering. This possibility was first put under scrutiny in [30], where the authors considered in particular the possibility of having a broad spectrum of ALPs masses. This scenario can be realized in string theory constructions, although the typical masses of ALPs predicted are much smaller than those relevant to the near IR emission. A broad spectrum for the dark matter mass can improve the fit to different optical bands, since it adds degrees of freedom with respect to the models with a single ALP mass. On the other hand, in the present work, we consider the more conventional scenario in which the SM is minimally extended with one ALP of mass $m_a$, and we compare our results with the most recent constraints from other observables, in particular those coming from dwarf spheroidal observations with the optical MUSE-Faint survey [31]. Moreover, we complete the computation done in [30] by including the cross-correlation terms among distinct sources of anisotropies, and enlarge the description by considering the contribution coming from the Intra-Halo Light.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.pdf}
\caption{The axion-photon decay intensity spectrum as a function of the observed wavelength, for $m_a = 2.85 \, \text{eV}$ and $\tau = 4.1 \cdot 10^{23} \, \text{s}$ (black line), which correspond to $g_{a\gamma\gamma} = 1.2 \cdot 10^{-10} \, \text{GeV}^{-1}$ and $m_a = 0.8 \, \text{eV}$ and $\tau = 8.6 \cdot 10^{24} \, \text{s}$ (red line), for which $g_{a\gamma\gamma} = 1.7 \cdot 10^{-10} \, \text{GeV}^{-1}$.}
\end{figure}
The structure of this paper is as follows. Section 2 describes the formalism used to compute the cross-correlation signal. The experimental measurements considered in our statistical analysis are discussed in section 3. Our results are presented in section 4. Finally, we conclude in section 5. Technical details are reported in appendices A and B.

2 Models

The monopole of the intensity associated to near-IR emission $I_{\text{IR}}(E)$ can be written as

$$I_{\text{IR}}(E) = \int_0^\infty d\chi W_{\text{IR}}(E, z),$$  \hspace{1cm} (2.1)

where $\chi(z)$ is the comoving distance (for which $d\chi = c \, dz / H(z)$ in a flat Universe, with $H(z)$ being the Hubble rate), $E$ is the observed energy, while $W_{\text{IR}}(E, z)$ is the weight function for the considered source. The weight function quantifies the fraction of intensity emitted at a given energy in a certain redshift slice. Here we consider different IR-sources, namely: low-z galaxies, high-z galaxies, Intra-Halo Light (IHL) and dark matter in the form of ALPs. The intensity of the dark matter decay contribution is shown in figure 1 for two different values of the axion mass and lifetime.

The weight function is one of the two ingredients needed to write the angular power spectrum (APS) of the two-point correlation at a given energy:

$$C_\ell^{(i,j)}(E) = \int dz \frac{c}{H(z)} \frac{W_{\text{IR},i}(E, z) W_{\text{IR},j}(E, z)}{\chi(z)^2} \frac{\delta [ (1 + z) - \frac{m_a}{2E_{\text{obs}}} ]}{P_{i,j}(k = \ell / \chi(z), z)},$$ \hspace{1cm} (2.2)

where $i = j$ describes the auto-correlation case, while $i \neq j$ is associated to the cross-correlation case\(^2\) (i.e., describing the correlation between two different source fields); $P_{i,j}(k, z)$ is the other key ingredient of the APS, giving the three-dimensional power spectrum between the two populations $i$ and $j$. We adopt the Limber approximation \([32]\), which is valid for $\ell \gg 1$ (i.e., in the multipole range relevant for this work), so that the 3D power spectrum is a function of redshift and modulus of the physical wavenumber $k$, the latter given by $k = \ell / \chi(z)$.

The total APS at a given energy/wavelength is the sum of all auto- and cross-terms:

$$C_\ell(E) = \sum_{i,j} C_\ell^{(i,j)}(E).$$

On top of the APS from physical sources mentioned above and that we model as described in the following two sub-sections, there are other two important contributions that are easier to fit to data, rather than attempting to accurately model. At very small scales, the shot-noise $C_\ell^\text{shot} = A_{\text{shot}}$ dominates the power spectrum, and is given by an amplitude factor $A_{\text{shot}}$, which is constant in multipole (for a given observed wavelength), and that we fit to data. At very large scales, the APS is, on the other hand, dominated by Galactic foregrounds (mainly diffuse Galactic light), which can be modeled as a power-law \([33]\), $C_\ell^f = A_f \ell^{-3}$. The amplitude factor $A_f$ is again left as a free parameter at each wavelength and fitted to the data.

2.1 Window functions

For ALP dark matter we consider the emission as given by the ALP decay, described by the window function

$$W_a(E_{\text{obs}}, z) = \frac{2 \Omega_{\text{DM}} \rho_c}{4 \pi m_a} E_{\text{obs}} \delta \left[ (1 + z) - \frac{m_a}{2E_{\text{obs}}} \right]$$ \hspace{1cm} (2.3)

\(^2\)Note that all the considered sources are tracers of the matter distribution on large scales and thus are expected to show some degree of correlation, provided their weight functions overlap.
where $m_a$ is the ALP mass and $\tau_a$ is its lifetime. $\Omega_{DM}$ and $\rho_c$ are respectively the cosmological dark matter density parameter and the present critical energy density. Notice that the ALP lifetime $\tau$ can be related, for a given mass, to the axion photon coupling via eq. (1.1).

The photon energy at emission $E_{em}$, being the process a decay into two photons, will simply be $E_{em} = m_a/2$, and so the Dirac-$\delta$ just implies $1 + z_{\text{decay}} = E_{em}/E_{\text{obs}}$. We consider a signal integrated over redshift (see eq. (2.2)), leading therefore to a continuum spectrum, see figure 1 where basically only one redshift contributes for a given wavelength. Notice that in eq. (2.3) we neglect any broadening of the emission line since the dispersion velocity of the dark matter (typically $< 10^{-3}c$ for the massive halos providing the dominant contribution to the signal) is much smaller than the size of the wavelength bin considered in the analysis, which is $> 10\%$, see [34].

Concerning the contribution from galaxies we consider two different sources: low-$z$ residual galaxies and high-$z$ faint galaxies. For the galaxies at low redshift, we follow ref. [35], where the authors model the extragalactic near-IR emission arising from known galaxy populations using 233 measured UV, optical and near-IR luminosity functions (LFs) from a variety of surveys. The level of near-IR fluctuation is therefore predicted directly from data, fitting the parameters of a Schechter-type LF

$$\phi(M) dM = 0.4 \ln(10) \phi^\ast \left( 10^{0.4(M^* - M)} \right)^{\alpha + 1} \times \exp \left( -10^{0.4(M^* - M)} \right) dM,$$

(2.4)

where $\phi^\ast$ is the normalization of the LF, $\alpha$ the faint-end slope and $M^*$ the absolute magnitude. To directly compare the flux measurements at different frequencies the authors of ref. [35] then adopted the AB magnitude system, which relates the apparent magnitude $m_{\text{AB}}$ with the specific flux $f_\nu$, via $f_\nu = 10^{-0.4(m_{\text{AB}} - 23.9)} \mu\text{Jy}$, where $\nu$ is the frequency of the observed photon. Therefore, using the data from various fiducial bands ref. [35] provides a fit for $\phi^\ast(z)$, $\alpha(z)$, $M^*(z)$ and thus a template LFs $\Phi(m|z)$ which fit the data well across a wide range of wavelengths and redshifts. This template luminosity function is then used to compute the galaxy number counts in each magnitude bin per unit of solid angle

$$N(m) = \int \Phi(m|z) \frac{dV}{dz d\Omega} dz,$$

(2.5)

where $dV/d\Omega dz$ is the comoving volume element per solid angle.

The *empirically determined* weight function then reads

$$W_{\text{low}-z}(\nu, z) = \frac{H(z)}{c} \int_{m_{\text{lim}}}^{\infty} f(m, \nu) \frac{dN(m|z)}{dz} dm,$$

(2.6)

where $m$ is the magnitude, $f(m, \nu) = \nu f_\nu$ and $m_{\text{lim}}$ is the limiting magnitude. This latter parameter separates the resolved and removed galaxies from the unresolved remaining sources. In the present paper we fix the limiting magnitude by fitting the shot-noise in each band using the relation:

$$C_{\text{SN}}(\nu) = \int_0^{z_{\text{max}}} dz \int_{m_{\text{lim}}}^{\infty} dm f(m, \nu)^2 \frac{dN(m|z)}{dz},$$

(2.7)

where $z_{\text{max}} = 7$ is the redshift threshold adopted in the modeling of ref. [35]. This essentially means to assume that low-$z$ galaxies are the main source of shot noise [36, 37]. Once the limiting magnitude is fixed, the contribution from low-$z$ galaxies is entirely specified. We
anticipate here that the shot-noise contribution will not be included in our full Monte Carlo analysis. The reason being two-fold. On one hand, the evaluation of eq. (2.6) is computationally demanding and leaving the parameters $m_{\text{lim}}$ free at each point of the iteration is unpractical. On the other hand — and more importantly — at very small angles (large multipoles) the shot noise will always be the main contribution of the total fluctuations by more than two orders of magnitude. It is therefore justified to first fit the shot noise term using the data at very large multipoles, and then use the inferred value to determine $m_{\text{lim}}$.

Another important fraction of the extragalactic near-IR background comes from redshifted photons from the ultraviolet (UV) emission in galaxies at $z > 6$, during reionization. In this case we adopt the analytical model of ref. [38], which provides the near-IR background coming from direct emission from the stars, Lyman-$\alpha$ line, free-free, free-bound and two photon processes. We considered both nebular and intergalactic emissions, but we found the latter to be always subdominant and we finally neglected it. We provide details for the various emission sources in appendix A.

In this case the weight function is given by

$$W_{\text{high-z}}(\nu, z) = \frac{\nu}{4\pi(1+z)} l_\nu \langle \tau_s \rangle \psi(z),$$

(2.8)

where $l_\nu$ is the luminosity mass density, $\langle \tau_s \rangle$ is the mean stellar lifetime and $\psi(z)$ the comoving star formation density, as given by [39]

$$\psi(z) = f_s \frac{\Omega_b}{\Omega_m} \frac{d}{dt} \int_{M_{\text{min}}}^{M_{\text{max}}} M \frac{d\ln n}{dM}(M, z).$$

(2.9)

Here $f_s$ is the star formation efficiency, which we fix to be $f_s = 0.03$ [40, 41], while $\Omega_m$ and $\Omega_b$ are the cosmological density parameters respectively for the total matter and baryons. $dn(M, z)/dM$ is the halo mass function [42], with $M_{\text{min}}$ being the threshold mass for a dark matter halo to form a galaxy during reionization and $M_{\text{max}}$ an upper limit for the halo masses. We computed the mass function within the halo model and cross-checked our results with the public package Colossus [43], finding excellent agreement. Throughout this work, when not specified, we assume $M_{\text{min}} = 10^8 M_\odot$ and $M_{\text{max}} = 10^{18} M_\odot$.

In addition, we also consider the contribution from IHL, coming from diffuse intra-halo stars of all galaxies, which may have originated from tidally stripped stars during galaxy mergers and collisions. For the modeling of IHL we closely follow refs. [44] and [33], which add a diffuse extended component in addition to the standard galaxy clustering models. The IHL luminosity-mass relation is

$$L_{\text{IHL}}(M, z) = f_{\text{IHL}}(M)L(M, z = 0)(1+z)^{\alpha}f_\lambda(\lambda/(1+z)),$$

(2.10)

where $M$ is the mass of the halo, $f_{\text{IHL}} = A_f \left(\frac{M}{10^{12} M_\odot}\right)^\beta$ is the fraction of total luminosity in form of IHL, $\alpha$ is the power-law index that accounts for redshift evolution, and $f_\lambda$ is the spectral energy distribution (SED) of the IHL. The total luminosity as a function of halo-mass at $z = 0$, $L(M, z = 0)$, has been taken from the measurements of galaxy groups and clusters [45], and extended to lower masses using the same power-law slope. The IHL SED is taken to be the same as the SED of old elliptical galaxies, as done in ref. [44]. For definiteness we set $\alpha = 1$ and $\beta = 0.1$. Nevertheless we verified, via a $\chi^2$ minimization, that varying $\alpha$ in the allowed range given in refs. [44] and [33] does not affect the results on axion parameters. We write $A_f = 10^{-3} A_{\text{IHL}}$, and leave the parameter $A_{\text{IHL}}$ free in our fit.
The window function can be written as:

$$W_I(\lambda, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \frac{L_{\text{IHL}, \lambda}(M, z)}{4\pi (1 + z)}.$$ (2.11)

We set $M_{\text{min}} = 10^9 M_\odot h^{-1}$ and $M_{\text{max}} = 10^{13} M_\odot h^{-1}$, as in ref. [33]. In figure 2 we show the four window functions: intra-halo light (black), low-z galaxies (red), high-z galaxies (purple) and dark matter decay (red star) for $m_a = 2.85 \text{eV}$ and $\tau = 4.1 \cdot 10^{23} \text{s}$. Notice that for a given observed frequency and axion mass, the dark matter window function is non zero only at $z_{\text{decay}}$, and thus shows a spiky feature. The IHL contribution comes from low redshift, quickly vanishing for $z > 2$. The two populations of galaxies have little overlap between $6 < z < 7$, but essentially they can be treated as separated samples. Furthermore, the peak in the window function of low-z galaxies is not at very small redshift, which means their average physical distance is significant and their angular size in the sky small. Only the IHL and DM sources can then be seen as extended objects at the angular scales relevant in this work.

### 2.2 Three-dimensional power spectra

In the halo model computation, the 3D power spectrum (PS) is composed by the one-halo ($P^{1h}$) and two-halo ($P^{2h}$) terms with $P = P^{1h} + P^{2h}$. For a derivation of the $P^{1h}$ and $P^{2h}$ discussed in the equations below, see [46]. In the case of ALP dark matter, it is given by the dark matter power-spectrum:

$$P_{1h}^{aa}(k, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \hat{u}^2(k|M)$$

$$P_{2h}^{aa}(k, z) = \left[ \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} b(h)(M) \hat{u}(k|M) \right]^2 P_{\text{lin}}(k, z),$$ (2.12)
where \( \hat{u}(k|M) \) is the Fourier transform of \( \rho_m(x|M)/\bar{\rho}_m \) (\( \rho_m \) and \( \bar{\rho}_m \) are respectively the matter density distribution and its cosmological average value), \( P^{\text{lin}} \) is the linear matter power spectrum and \( b_h \) is the linear bias (taken from the model of ref. [42]).

To compute the 3D PS of galaxies, we need first to describe how galaxies populate halos. We employ the halo occupation distribution (HOD) formalism, following the approach described, e.g., in [47]. The occupation of galaxies is described in terms of central and satellite galaxies, \( N_g = N_{\text{cen}} + N_{\text{sat}} \), as follows:

\[
\langle N_{\text{cen}}(M) \rangle = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log M_{\text{th}}}{\sigma_{\log M}} \right) \right] \tag{2.13}
\]

\[
\langle N_{\text{sat}}(M) \rangle = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log 2M_{\text{th}}}{\sigma_{\log M}} \right) \right] \left( \frac{M}{M_1} \right)^\alpha \tag{2.14}
\]

\( M_{\text{th}} \) denotes the approximate halo mass required to populate the halo with the considered type of galaxies. The transition from 0 to 1 central galaxy is modeled by means of eq. (2.13), and set by the width \( \sigma_{\log M} \). The satellite occupation is described by including a power law with index \( \alpha \) and normalization set by the mass \( M_1 \). The values of the four HOD parameters are taken from ref. [35] for low-z galaxies and from ref. [38] for high-z galaxies. In the first (latter) case we have \( M_{\text{th}} = 10^9 \) (10\(^6\)) \( M_\odot \), \( \sigma_{\log M} = 0.2 \) (0.3), \( \alpha = 1.0 \) (1.5), and \( M_1 = 5 \times 10^{11} \) (1.5 \( \times 10^{11} \)) \( M_\odot \).

The 3D PS is then:

\[
P^{gg}_{1h}(k, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \frac{2\langle N_{\text{sat}} \rangle \langle N_{\text{cen}} \rangle \hat{v}(k|M) + \langle N_{\text{sat}} \rangle^2 \hat{v}^2(k|M)}{\bar{n}_g^2}
\]

\[
P^{gg}_{2h}(k, z) = \left[ \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \frac{\langle N_g \rangle}{\bar{n}_g} b_h(M) \hat{v}(k|M) \right]^2 P^{\text{lin}}(k, z), \tag{2.15}
\]

with \( \hat{v}(k|M) = \hat{u}(k|M) \bar{\rho}_m / M \).

In the case of IHL, we assume the emission profile to follow the host-halo dark matter profile and model the 3D PS as in ref. [44]:

\[
P^{I}_{1h}(k, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \left( \frac{L_{IHL,\lambda}(M, z)}{4\pi (1 + z) W_I(\lambda, z)} \right)^2 \hat{v}^2(k|M)
\]

\[
P^{I}_{2h}(k, z) = \left[ \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \frac{L_{IHL,\lambda}(M, z)}{4\pi (1 + z) W_I(\lambda, z)} b_h(M) \hat{v}(k|M) \right]^2 P^{\text{lin}}(k, z), \tag{2.16}
\]

Let us now move the cross-correlation PS between different source fields. Such contributions were neglected in ref. [38], but they can be relevant. The 3D PS of cross-correlation can be written as:

\[
P^{i_j}_{1h}(k, z) = \int_{M_{\text{min}}}^{\min(M_{\text{max}}, M_{\text{max}})} \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \hat{f}_i(k|M) \hat{f}_j(k|M)
\]

\[
P^{i_j}_{2h}(k, z) = \left[ \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} b_h(M) \hat{f}_i(k|M) \right] \left[ \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} b_h(M) \hat{f}_j(k|M) \right] P^{\text{lin}}(k), \tag{2.17}
\]

with \( \hat{f}_a = \hat{u} \), \( \hat{f}_g = \frac{\langle N_g \rangle}{\bar{n}_g} \hat{v} \), \( \hat{f}_I = \frac{L_{IHL,\lambda}(M, z)}{4\pi (1 + z) W_I(\lambda, z)} \hat{v} \). \tag{2.18}
and its interplay with the emission from ALP decays to explain the near-IR excess. This will allow us to examine the relevance of this component, and its interplay with the emission from ALP decays to explain the near-IR excess.

### Table 1. Best fit HST + Spitzer

<table>
<thead>
<tr>
<th>Parameters</th>
<th>ALPs + IHL</th>
<th>ALPs-only</th>
<th>Prior ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_a$</td>
<td>$2.85^{+0.06}_{-0.09}$ eV</td>
<td>$2.45^{+0.09}_{-0.07}$ eV</td>
<td>$(0, 10)$ eV</td>
</tr>
<tr>
<td>$\tau_a$</td>
<td>$(4.10^{+0.43}_{-0.28}) \times 10^{23}$ s</td>
<td>$(4.28^{+0.32}_{-0.22}) \times 10^{23}$ s</td>
<td>$(10^2, 10^{28})$ s</td>
</tr>
<tr>
<td>$A_{IHL}$</td>
<td>$0.168^{+0.040}_{-0.039}$</td>
<td>—</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$A_{06}$</td>
<td>$(1.83^{+0.18}_{-0.16}) \times 10^3$</td>
<td>$(1.89^{+0.16}_{-0.16}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{07}$</td>
<td>$(3.40^{+0.30}_{-0.35}) \times 10^3$</td>
<td>$(3.58^{+0.30}_{-0.34}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{08}$</td>
<td>$(3.61^{+0.30}_{-0.26}) \times 10^3$</td>
<td>$(3.85^{+0.26}_{-0.30}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{12}$</td>
<td>$(1.08^{+0.59}_{-0.48}) \times 10^4$</td>
<td>$(4.73^{+4.17}_{-3.29}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{16}$</td>
<td>$(2.22^{+0.33}_{-0.38}) \times 10^4$</td>
<td>$(1.43^{+0.37}_{-0.31}) \times 10^4$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{36}$</td>
<td>$17.2^{+3.6}_{-3.8}$</td>
<td>$19.2^{+4.7}_{-4.1}$</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$A_{45}$</td>
<td>$25.9^{+2.4}_{-2.8}$</td>
<td>$28.5^{+2.7}_{-2.2}$</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$\chi^2(\chi^2_{\text{reduced}})$</td>
<td>192(1.68)</td>
<td>217(1.89)</td>
<td>—</td>
</tr>
</tbody>
</table>

The angular fluctuations of the near-IR background have been observed in many different experiments [29, 48]. In this work we selected data with the goal of covering the largest possible frequency range with the most constraining observations. We analysed the measurements of the Hubble Space Telescope (HST) [34] at wavelengths $\lambda = 0.606, 0.775, 0.85, 1.25, 1.6 \mu m$ [33] and the observations by Spitzer Deep Wide-Field Survey (SDWFS) at wavelengths $\lambda = 3.6, 4.6 \mu m$ [49]. We also considered the data from the AKARI satellite [50] at $\lambda = 2.4, 3.2 \mu m$ and from the Cosmic Infrared Background Experiment (CIBER) [51] $\lambda = 1.1, 1.6 \mu m$. We found CIBER data to be less constraining than HST data in the same wavelength range. Even though AKARI data do not overlap with the HST and Spitzer ones, they also do not provide any improvement in the ALP bounds. This is because at the AKARI depth, a contribution from ALP decay compatible with the HST and Spitzer measurements would be a subdominant component of the total emission. We found AKARI data to be consistent with shot noise and known galaxy populations, in agreement with ref. [52]. Therefore, for the sake of simplicity, we will show our results only for HST and Spitzer.

Being the data-sets quite separated in wavelength, they provide, when combined together, stringent constraints on the spectrum of the excess, challenging the ALP decay explanation.

In the following, we will perform a statistical analysis to fit the predictions of the models discussed in section 2 to the experimental measurements. First, we will consider simultaneously the HST and Spitzer data-sets. Then, we will also fit them separately, in order to understand the individual constraining power (we will refer to these cases as HST-only and Spitzer-only). Furthermore, we will explore both the cases where the IHL emission is included or neglected in the analysis. This will allow us to examine the relevance of this component, and its interplay with the emission from ALP decays to explain the near-IR excess.
4 Results

The angular power spectrum at a given wavelength $\lambda$ and multipole $\ell$ is obtained summing the various contributions that we described in section 2:

$$C_{\ell}^{\text{model}}(\lambda) = C_{\ell}^{\text{shot}}(\lambda) + C_{\ell}^{f}(\lambda) + \sum_{ij} C_{\ell}^{(i,j)}(\lambda),$$  \hspace{1cm} (4.1)

where $i, j =$ low-z residual galaxies, high-z faint galaxies, ALP decays, and the IHL emission. We note here that the window function of high-z galaxies has essentially no overlap in $z$ with the window functions of the other components, and therefore all the cross-correlation terms associated to high-z galaxies are negligible, see eq. (2.2).

Our goal is to compare the prediction of the model with the measurements discussed in section 3. For this purpose we build a likelihood function $L \propto \exp(-\chi^2/2)$ with the chi-square given by

$$\chi^2 = \sum_{\text{exp}} \chi^2_{\text{exp}} \text{ with }$$ \hspace{1cm} (4.2)

$$\chi^2_{\text{exp}} = \sum_{\lambda, \ell} \left( \frac{C_{\ell}^{\text{data}}(\lambda) - C_{\ell}^{\text{model}}(\lambda)}{\sigma_{\ell}} \right)^2,$$ \hspace{1cm} (4.3)

where the sums run over the experimental data-sets considered, i.e. HST and Spitzer, the wavelength bands (5 for HST and 2 for Spitzer), and the multipoles. $C_{\ell}^{\text{data}}(\lambda)$ is the experimental measurement of the angular power spectrum at a given wavelength and multipole, and $\sigma_{\ell}$ is the corresponding experimental uncertainty. In total we have 125 data points, of which 70 from HST and 55 from Spitzer.

In the model fitting process, we explore the posterior distribution with a Markov Chain Monte Carlo (MCMC) analysis employing the Metropolis-Hastings algorithm [53, 54], implemented through the Python ensemble sampler Emcee [55]. For our data-sets, $10^4$ samples are accumulated with 32 chains. We checked the chains show good acceptance rate and convergence. We notice that the parameter space is large and intricated, with different local minima, and therefore it is very important to scan it carefully.

In the next section we report the analysis of the combination HST + Spitzer; we will then specialize to the case in which we consider separately these two data-sets. We anticipate that the best fit parameters for the inclusive analysis are also close to the ones found for the fit of the HST data. Instead, an analysis focused on the Spitzer measurements points to a different region of the ALP parameter space.

4.1 HST and Spitzer

The total chi-square defining the likelihood function in eq. (4.2) is given by

$$\chi^2 = \chi^2_{\text{HST}} + \chi^2_{\text{Spitzer}},$$ \hspace{1cm} (4.4)

As we already mentioned, combining the two data-sets, we have $N = 125$ datapoints. The number of free parameters is 10 (9) for the case with (without) the IHL contribution. The free parameters are the ALP mass and lifetime, $m_a, \tau_a$, the IHL amplitude $A_{\text{IHL}}$ and the foregrounds amplitude factors $A^f_j$, one for each of the considered band (therefore 7 in this case). We stress that we also had the shot noise amplitude factors as free parameters.
Figure 3. High-frequency HST bands for the combined analysis HST + Spitzer. We show the different contributions (see labels) in the high-frequency HST bands for the best-fit model. ALP dark matter does not contribute to the fit, since the best-fit mass is smaller than twice the minimum frequency of these bands. The main contributions come from foregrounds, shot noise, IHL and low-z galaxies.

However, as already anticipated, we fit them in each band before running the MCMC for two reasons: first, this should not interfere with the actual fitting procedure, given that the contributions from ALPs and the IHL are relevant at much larger angular scales; second, given the complexity of each term, we found numerically much more convenient to first fit the shot noise in order to determine a conservative limiting magnitude that specifies the emission from low-z galaxies. For the same numerical reasons we also decided to keep fixed the parameters $f_*=0.03$ and $M_{\text{min}}=10^6 M_\odot$ for the high-z galaxies. This should not affect the fit because, as we will show, the contribution from high-z galaxies is always subdominant. To confirm this we checked that adding two free-varying amplitudes $A_{\text{low-z}}, A_{\text{high-z}} \in [0.1, 10]$ in front of the low-z and high-z galaxies components, only mildly affects the $\chi^2$ analysis. In particular, the ALP parameters inferred from the fit are not sensitive to a rescaling of the contribution from high-z galaxies, while they can change by few percent if the normalization of the low-z galaxy emission is left free, nevertheless without altering our conclusions on the axion parameter space. This was actually physically expected. It is in fact evident
from figure 3–5 that the shapes of the angular power spectra of DM and galaxies are rather different. We therefore decided to proceed with the MCMC analysis without the inclusion of these extra free parameters.

The best-fit $\chi^2$ for the case ALPs + IHL (ALPs-only) is:

$$\chi^2 = 192 \ (217), \ \chi^2_{\text{reduced}} = 1.68 \ (1.89),$$

with ALP best fit parameters being

$$m_a = 2.847^{+0.057}_{-0.086} \text{ eV} \ \left(2.452^{+0.088}_{-0.074}\right),$$

$$g_{\alpha\gamma\gamma} = 1.191^{+0.047}_{-0.054} \times 10^{-10} \text{ GeV}^{-1} \ \left(1.451^{+0.045}_{-0.061}\right).$$

Best fit values and 1σ intervals for all the parameters of the fit are presented in table 1.

It is evident that the combination of the IHL and ALP signals helps in explaining the IR excess. Fitting the data with IHL only would make the fit significantly worst, with $\chi^2 \simeq 262$. In figure 3 we show the various contributions in the high-frequency HST bands for the best fit case (ALPs + IHL). The ALP decay does not contribute in these plots since the maximal frequency of emission ($m_a/2$) for the best-fit case is smaller than the lowest frequency band. We note that cross-correlation terms are not shown, since they are below the reported vertical scale in the plots. The fact they are subdominant is not surprising since in this plot they involve correlation terms between IHL (given by stars outside galaxies) and galaxies, which are expected to be small.

In the low-frequency HST band, figure 4, ALPs play a leading role, contributing to provide a very good fit to the data. In this case the IHL is subleading, as well as the galaxies. Note that cross terms (now including the cross-correlation of ALPs with IHL and low-z galaxies) are sizeable even though subdominant with respect to the ALPs auto-correlation term.
Figure 5. Spitzer bands for the combined analysis HST + Spitzer. As in figures 4 and 3 but for the Spitzer wavelength bands.

In figure 5, we show the results of the fit for what concerns the Spitzer data-set. In this case both the IHL and ALP decay provide significant contributions. However, the excess at intermediate scales is not reproduced in a fully satisfactory way.

Finally, in figure 6 we show the 68% and 95% C.L regions for marginalized posterior distribution in the ALP parameter space. The horizontal black dashed line is the 95% C.L. exclusion limit from Horizontal Branch (HB) stars. We then see that the preferred regions of our fit are in tension with stellar cooling bounds.

4.2 HST only

From the analysis of the previous section, we find that the combination of IHL and ALP decay partially explains the excess in the HST and Spitzer data, but the combined fit is not good, as one can see from the $\chi^2$ (which leads to a very small p-value). It is therefore of interest to ask whether ALP dark matter may explain the excess only in some frequency bands. We start studying HST data, namely the high-frequency ones. The chi-square in eq. (4.2) now reads

$$\chi^2 = \chi^2_{\text{HST}},$$

where $\chi^2_{\text{HST}}$ includes the five HST frequency bands.

The ALP best fit parameters for the case ALPs + IHL (ALPs-only) are

$$m_a = 2.498^{+0.223}_{-0.163} \text{eV} \left(2.580^{+0.198}_{-0.184}\right),$$

$$g_{a\gamma\gamma} = 1.287^{+0.123}_{-0.116} \times 10^{-10} \text{GeV}^{-1} \left(1.376^{+0.123}_{-0.102}\right),$$

and the chi-squares are

$$\chi^2 = 59.2 (116.2), \quad \chi^2_{\text{reduced}} \sim 0.97 (1.9).$$
The combination of IHL and ALP decay provides an excellent fit for the near-IR excess in the HST bands (p-value = 0.54). As already mentioned, we checked that the inclusion of a free amplitude for the low-z galaxies does not modify the best-fit point and the chi-square.

We show the marginalized posterior in figure 7. The preferred regions for the ALP parameters are not dramatically changed with respect to the combined analysis HST + Spitzer. This was expected since HST data are more constraining than the Spitzer ones (larger number of points and smaller relative errors). This can be noted also from figure 3–4 where ALPs plus IHL nicely fit the HST data excess, while in the Spitzer data, figure 5, an excess somewhat remains and the main contributors to the APS are foregrounds and shot noise, also at intermediate scales.

As for the combined analysis, the regions in figure 7 are in tension with the constraints from HB stars.

### 4.3 Spitzer only

Finally, we consider only the low-frequency data from Spitzer. In this case the best-fit in the ALP parameter space changes substantially from the previous analyses, pointing to lower ALP masses and a larger lifetime (thus even more in tension with the bounds from HB stars).

We remind that lower is the frequency of observation, lower the ALP mass can be, still producing an observable radiation from the ALP decay. Analogously to the other cases we have

\[ \chi^2 = \chi^2_{\text{spitzer}}, \]

where \( \chi^2_{\text{spitzer}} \) includes the two Spitzer frequency bands. From our statistical analysis we find the following ALP best fit parameters:

\[ m_a = 0.825^{+0.036}_{-0.032} \text{ eV}, \]

\[ g_{a\gamma\gamma} = 1.721^{+0.097}_{-0.065} \times 10^{-10} \text{ GeV}^{-1}, \]
Figure 7. *HST-only analysis*: Left panel: 68% and 95% C.L regions in the ALP parameter plane for the posterior of the analysis of HST-only data. We show results for both the analysis with (light blue) and without (green) IHL contribution. The horizontal black dashed line is the 95% C.L exclusion limit from Horizontal Branch (HB) stars. Right panel: data and best-fit model in the different HST frequency bands, both with (solid black) and without (dotted black) the IHL contribution. The combination of IHL and ALP decays provides an excellent fit to HST data (see the text).

The value of the $\chi^2$ indicates that our model is slightly overfitting the data. This suggests there is no need for two extra components (ALPs and IHL) and one can be sufficient. In fact, we find that the addition of the IHL does not help to fit Spitzer data, i.e., the $\chi^2$ is basically unchanged when including the IHL contribution, with the best fit value of $A_{IHL}$ (the amplitude of the IHL contribution) being always very small and compatible with zero within the errors. Therefore, in the Spitzer-only case, we do not distinguish between the cases with and without the IHL contribution. We show the results of our MCMC in figure 8 (left panel), together with the best-fit APS in the two bands (right panel).

Finally, before moving to our conclusions, let us explain the physical reason for the preference of a DM component in the fits to the various datasets that we have considered. As clear from figures 3 and 4, an excess appears at intermediate scales. Galaxies tend to fail in explaining those scales since they show more correlation either at larger scales, due to the two-halo term (i.e., correlation between different galaxies), or at smaller scales (from the one-halo term) since their average size is small. On the contrary, the one-halo of DM and IHL contributions can come from larger scales since they have weight functions peaked at very low redshift, thus corresponding to larger objects (in angular scales). Moreover, in the case of DM, the signal is mainly produced by large halos. Spitzer wavelengths correspond to larger redshift, so the power at intermediate scales is suppressed (halos are smaller in angular units) and it is more difficult to account for the excess. The fit improves in the case of Spitzer-only, since one can get a different best-fit DM mass, in particular, lower masses, which means that in this case the Spitzer wavelengths are produced at lower $z$ than in the case of HST+Spitzer.

\[ \chi^2 = 26.2, \chi^2_{\text{reduced}} \sim 0.6. \] (4.15)
Figure 8. Spitzer-only analysis: Left panel: 68% and 95% C.L regions in the ALP parameter plane for the posterior of the analysis of Spitzer-only data. We show the results for the ALPs-only analysis; in this case the addition of the IHL contribution does not produce any relevant change and the normalization of the IHL preferred by the fit is compatible with zero. The horizontal black dashed line is the 95% C.L exclusion limit from Horizontal Branch (HB) stars. Right Panel: data and best-fit model for the Spitzer bands.

5 Conclusions

In this paper we have studied the decay of ALP dark matter into two photons as a potential origin of the anisotropy of the near-IR background intensity. Our analysis shows that ALPs decay can provide, together with IHL, an excellent fit to HST data and Spitzer data separately. Instead, when the two data-sets are simultaneously considered, an excess in the near-IR clustering data still remains, leading to a significantly poorer fit. The preferred ALP parameters range at 95% C.L. in the combined analysis is (see figure 6)

\[ m_a \simeq (2.3 \pm 3.0) \text{ eV}, \quad g_{a\gamma} \simeq (1.1 \pm 1.6) \times 10^{-10} \text{ GeV}^{-1}. \]  

(5.1)

This ALP region is in tension with HB stars cooling data [56], which therefore disfavour an interpretation of the near-IR excess in terms of ALP decay.

A way to possibly evade stellar constraints involves ALPs with properties that depend on the environment, allowing for a suppressed production in stars. Examples of such models can be found in [57–59].

We also notice that our best fit regions point to slightly smaller masses than what was found in ref. [30]. This may be due to a different procedure for the scan of the parameter space. Using the same datasets and emission sources of ref. [30] (without e.g. the inclusion of the IHL and cross-terms), we found a local minimum in the parameter space which is located very close to the best fit point reported in ref. [30], with \( m_a \simeq 4 \text{ eV} \), but our \( \chi^2 \) for this model is always substantially larger than the global one we have found for \( m_a \simeq (2.4 \pm 2.9) \text{ eV} \). Incidentally, the best fit point of ref. [30] seems now to be excluded by the recent analysis of MUSE spectroscopic observations of the dwarf spheroidal galaxy Leo T [31].

Finally, it is worth mentioning the existence of a cross-correlation signal between the cosmic infrared and the cosmic X-ray backgrounds [60–63]. This signal can further constrain
ALPs and it has been often interpreted as an imprint from early accreting black holes. Here we decided to err on the conservative side and consider the near-IR signal only. Given that stellar cooling data and spectroscopic observations already challenge this interpretation, we did not add X-ray data. However, it may be of interest to consider the cross power spectra between near-IR and X-rays for ALP models which can avoid stellar cooling bounds. We leave this study for future work.
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A High-z galaxies

Several processes contribute to the infrared background. Following ref. [38] we consider: direct emission from stars, Lyman-α line, free-free, free-bound and two photon processes. The differential stellar luminosity at a frequency $\nu$ is computed assuming a Planckian spectrum truncated at $h\nu = 13.6$ eV:

$$L^*_\nu = \begin{cases} \pi S_\star B_\nu(T^\text{eff}_\star), & \text{if } h\nu < 13.6 \text{ eV} \\ 0, & \text{otherwise} \end{cases}$$

(A.1)

where $B_\nu(T) = \frac{2h\nu^3}{e^{h\nu/kT} - 1}$, and $S_\star$ is the surface area of the star, $S_\star = 4\pi R^2_\star$, with $R_\star$ the stellar radius. In the following we consider metal-poor stars (Pop II stars, following [64]), which provide a larger contribution to the IR-background when compared with metal-free stars (Pop III stars). Their effective temperature depends on the stellar mass via the fitting formula $\log_{10}(T^\text{eff}_\star/K) = 3.92 + 0.704x - 0.138x^2$, where we have defined (here and below) $x \equiv \log_{10}(M_\star/M_\odot)$, with $M_\star$ being the stellar mass and $M_\odot$ the solar mass. The surface area of the star can be computed as:

$$4\pi R^2_\star = \frac{L^\text{bol}_\star}{\sigma T^\text{eff}_\star}$$

(A.2)

with an intrinsic bolometric luminosity given by $\log_{10}(L^\text{bol}_\star/L_\odot) = 0.138 + 4.28x - 0.653x^2$, with $L_\odot$ the Sun’s luminosity.
The luminosity due to the Lyman-\(\alpha\) emission is computed as
\[
L^\text{Ly\(\alpha\)}_\nu = h \nu L_{\text{Ly\(\alpha\)}}(\epsilon^\text{rec}_{\text{Ly\(\alpha\)}} + \epsilon^\text{coll}_{\text{Ly\(\alpha\)}}) \phi(\nu_{\text{Ly\(\alpha\)}} - \nu, z)V(M_\star),
\] 
where \(\nu_{\text{Ly\(\alpha\)}}\) is the frequency of Lyman-\(\alpha\) photons. The emission volume in the nebulae surrounding the star is
\[
V(M_\star) = \frac{Q_{\text{HI}}(M_\star)}{n_e^{\text{neb}} n_{\text{HII}}^{\text{neb}} \alpha^0_B},
\] 
where \(\alpha^0_B\) is the hydrogen case B-recombination coefficient, \(n_e^{\text{neb}}\) and \(n_{\text{HII}}^{\text{neb}}\) are the number density of electrons and HII in the nebulae, which we take to be \(n_e^{\text{neb}} = n_{\text{HII}}^{\text{neb}} = 10^4 \text{cm}^{-3}\). The time-averaged photoionization rate is instead given by \(\log_{10}(\dot{Q}_{\text{HI}}(M_\star)) = 27.80 + 30.68 x - 14.80 x^2 + 2.50 x^3\). In addition to the contribution from the stellar nebulae, we also consider the emission from the IGM. This term, modeled as in [38], contributes negligibly to the total luminosity. In eq. (A.3), \(\epsilon^\text{rec}_{\text{Ly\(\alpha\)}}\) is the Lyman-\(\alpha\) recombination emission rate per unit volume [65], while \(\epsilon^\text{coll}_{\text{Ly\(\alpha\)}}\) is the collisional emission rate per unit volume [65]. Detailed expressions for these quantities as well as for \(\alpha^0_B\) can be found in [38]. The function \(\phi(\nu_{\text{Ly\(\alpha\)}} - \nu, z)\) is the line profile [66]:
\[
\phi(\nu_{\text{Ly\(\alpha\)}} - \nu, z) = \begin{cases} \nu_\star(z) dv^{-2} \exp(-\nu_\star(z)/dv), & \text{if } dv > 0 \\ 0, & \text{otherwise}, \end{cases}
\]
where \(dv \equiv \nu_{\text{Ly\(\alpha\)}} - \nu\) and \(\nu_\star(z) = 1.5 \times 10^{11} \text{GHz}(1 + z)^3 H_0/H(z)\), with \(H\) being the Hubble rate.

For the free-free and free-bound emission we follow ref. [64]. The form of the luminosity produced by these two contributions is the same:
\[
L^\text{ff, fb}_\nu = 4\pi j^\text{ff, fb}_\nu V(M_\star),
\]
where the specific emission coefficient reads
\[
j^\text{ff, fb}_\nu = 5.44 \times 10^{-39} \frac{e^{-h\nu/T}}{\sqrt{T}} n_e^{\text{neb}} n_{\text{HII}}^{\text{neb}} g^\text{ff, fb}_\nu \text{[erg/cm}^3/s/Hz/sr]},
\]
with \(T\) the gas temperature (which we set to \(T = 3 \times 10^4\) K [38]) and \(g^\text{ff, fb}_\nu\) the Gaunt factor which takes the form
\[
g^\text{ff, fb}_\nu = \begin{cases} 1.1, & \text{free-free} \\ 2.6 e^{x_n} / n, 1.05, & \text{free-bound}. \end{cases}
\]
In the above formula \(x_n \equiv R_g/(T n^2)\), where \(R_g = 1.1 \times 10^{-7} \text{m}^{-1}\) is the Rydberg constant. The integer number \(n\) indicates the energy level determined by the frequency of the emitted photon; if \(R_y/n^2 < \nu < R_y/(n' - 1)^2\), then \(n = n'\). We consider \(n > 2\) because photons from the \(n = 1\) transition are efficiently absorbed by other neutral hydrogen atoms. As for the Lyman-\(\alpha\) emission, a subdominant contribution is obtained from the IGM emission.

Finally, we also consider two-photon processes [64]:
\[
L^{2\gamma}_\nu = \frac{2\hbar\nu}{\nu_{\text{Ly\(\alpha\)}}} P(\nu/\nu_{\text{Ly\(\alpha\)}}) \epsilon_{2\gamma} V(M_\star),
\]
where \(\epsilon_{2\gamma} = n_e n_{\text{HII}} \alpha^0_B(1 - f^\text{rec}_{\text{Ly\(\alpha\)}})\) is the two-photon emission rate, while \(P(\nu/\nu_{\text{Ly\(\alpha\)}})\) is the normalized probability of generating one photon in the range \(dv/\nu_{\text{Ly\(\alpha\)}}\) from a two photon decay
\[
P(y) = 1.307 - 2.627(y - 0.5)^2 + 2.563(y - 0.5)^4 - 51.69(y - 0.5)^6,
\]
with \(y \equiv dv/\nu_{\text{Ly\(\alpha\)}}\).
Figure 9. The different contributions to the luminosity mass density $l_\nu$ as a function of the rest-frame wavelength $\lambda$ for stars at $z = 10$. The most important contribution (blue line) comes from the stellar spectrum. Red and purple lines indicate the free-free and free-bounds contributions, while the yellow line is the Lyman-$\alpha$ luminosity. Finally, the cyan line is the contribution from two-photon processes.

For each emission process described above we derive the mean luminosity by integrating over the stellar initial mass function (IMF) $f(M_\ast)$:

$$l_\nu = \frac{\int dM_\ast f(M_\ast)L_\nu(M_\ast)}{\int dM_\ast M_\ast f(M_\ast)}$$  \hspace{1cm} (A.11)

As mentioned above, we focus on metal-poor stars since they provide a larger contribution to the IR-background than metal-free stars, and we adopt the IMF given by Salpeter [67] $f(M_\ast) \propto M_\ast^{-2.35}$ in the mass range between 3 and 150 $M_\odot$. As an example, in figure 9 we show the different contributions to the mean luminosity from Pop II stars at $z = 10$.

The weight function for high-z galaxies is obtained summing the various contributions described in this section and using eq. (2.8), where the mean stellar lifetime $\langle \tau_\ast \rangle$ for metal-poor stars is $\langle \tau_\ast \rangle = \int dM_\ast f(M_\ast)\tau_\ast(M_\ast)$, with $\log_{10}(\tau_\ast(M_\ast)/\text{yr}) = 9.59 - 2.79x + 0.63x^2$.

B Best-fit parameters

In table 2 and table 3 we report the best fit parameters for all analyzed datasets. In the main text, for brevity, we reported in table 1 only the results of the combined datasets HST-Spitzer. Here we also show the complete results for the HST-only and Spitzer-only cases.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>ALPs + IHL</th>
<th>ALPs-only</th>
<th>Prior ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_a$</td>
<td>$2.50^{+0.22}_{-0.16}$ eV</td>
<td>$2.58^{+0.20}_{-0.18}$ eV</td>
<td>$(0, 10)$ eV</td>
</tr>
<tr>
<td>$\tau_a$</td>
<td>$(5.03^{+0.45}_{-0.42}) \times 10^{23}$ s</td>
<td>$(4.08^{+0.26}_{-0.30}) \times 10^{23}$ s</td>
<td>$(10^{20}, 10^{28})$ s</td>
</tr>
<tr>
<td>$A_{IHL}$</td>
<td>$0.969^{+0.129}_{-0.129}$</td>
<td>—</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$A_{06}$</td>
<td>$(1.32^{+0.17}_{-0.17}) \times 10^3$</td>
<td>$(1.91^{+0.16}_{-0.15}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{07}$</td>
<td>$(2.53^{+0.32}_{-0.32}) \times 10^3$</td>
<td>$(3.60^{+0.30}_{-0.29}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{08}$</td>
<td>$(2.31^{+0.32}_{-0.32}) \times 10^3$</td>
<td>$(3.86^{+0.24}_{-0.25}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{12}$</td>
<td>$(9.48^{+6.16}_{-5.32}) \times 10^3$</td>
<td>$(3.83^{+6.06}_{-3.82}) \times 10^3$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$A_{16}$</td>
<td>$(1.68^{+0.46}_{-0.52}) \times 10^4$</td>
<td>$(1.68^{+0.46}_{-0.52}) \times 10^4$</td>
<td>$(0, 10^7)$</td>
</tr>
<tr>
<td>$\chi^2(\chi_{\text{reduced}}^2)$</td>
<td>116.2(1.9)</td>
<td>59.2(0.97)</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2. Best fit HST only. Best fit values with 1σ intervals for the HST only analysis, with or without the IHL contribution.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>ALPs + IHL</th>
<th>ALPs-only</th>
<th>Prior ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_a$</td>
<td>$0.80^{+0.03}_{-0.03}$ eV</td>
<td>$2.83^{+0.03}_{-0.05}$ eV</td>
<td>$(0, 10)$ eV</td>
</tr>
<tr>
<td>$\tau_a$</td>
<td>$(8.58^{+0.79}_{-0.77}) \times 10^{24}$ s</td>
<td>$(7.80^{+0.56}_{-0.66}) \times 10^{24}$ s</td>
<td>$(10^{20}, 10^{28})$ s</td>
</tr>
<tr>
<td>$A_{IHL}$</td>
<td>$0.020^{+0.029}_{-0.015}$</td>
<td>—</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$A_{36}$</td>
<td>$3.20^{+3.31}_{-2.26}$</td>
<td>$3.18^{+3.31}_{-2.16}$</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$A_{45}$</td>
<td>$18.8^{+3.3}_{-3.2}$</td>
<td>$19.5^{+3.5}_{-3.2}$</td>
<td>$(0, 10^3)$</td>
</tr>
<tr>
<td>$\chi^2(\chi_{\text{reduced}}^2)$</td>
<td>26.2(0.6)</td>
<td>26.2(0.6)</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 3. Best fit Spitzer only. Best fit values with 1σ intervals for the Spitzer only analysis, with or without the IHL contribution.
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