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Abstract: It has been demonstrated that deep neural networks outperform traditional machine learning. However, deep
networks lack generalisability, that is, they will not perform as good as in a new (testing) set drawn from a
different distribution due to the domain shift. In order to tackle this known issue, several transfer learning
approaches have been proposed, where the knowledge of a trained model is transferred into another to im-
prove performance with different data. However, most of these approaches require additional training steps,
or they suffer from catastrophic forgetting that occurs when a trained model has overwritten previously learnt
knowledge. We address both problems with a novel transfer learning approach that uses network aggregation.
We train dataset-specific networks together with an aggregation network in a unified framework. The loss
function includes two main components: a task-specific loss (such as cross-entropy) and an aggregation loss.
The proposed aggregation loss allows our model to learn how trained deep network parameters can be aggre-
gated with an aggregation operator. We demonstrate that the proposed approach learns model aggregation at
test time without any further training step, reducing the burden of transfer learning to a simple arithmetical
operation. The proposed approach achieves comparable performance w.r.t. the baseline. Besides, if the aggre-
gation operator has an inverse, we will show that our model also inherently allows for selective forgetting, i.e.,
the aggregated model can forget one of the datasets it was trained on, retaining information on the others.

1 INTRODUCTION

Deep Learning (DL) has demonstrated superior per-
formance than traditional ML methods in a variety of
tasks. This is due to being able to extract discrimi-
native features from the data for the task at hand via
end-to-end training. Such discriminative features are
suitable for the dataset the network was trained on.
However, a deep network will not perform as good
as in a different dataset due to the domain shift (or
dataset bias) (Zhao et al., 2020).

A way to address the domain shift is via Trans-
fer Learning (TL), where the information learnt by
a trained network is (re)used in another context.
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Several approaches to transfer learning have been
proposed in literature, such as sample reweighting
(Schölkopf et al., 2007), feature distributions minimi-
sation (Tzeng et al., 2017; Litrico et al., 2021), dis-
tillation (Hinton et al., 2015), and so on (for a recent
survey on TL, please read (Zhuang et al., 2021)).

However, transfer learning techniques may be af-
fected by catastrophic forgetting (Goodfellow et al.,
2013), where a network forgets the information learnt
from a previous task when transferred to a new one.
Furthermore, generally, transfer learning requires fur-
ther training steps to accommodate for new data, even
though the learnt task remains unchanged.

The benefit of transfer learning has been demon-
strated extensively in the last years (Weiss et al.,
2016), even in distributed training scenario (Chen
et al., 2020). In this context, a central model is
trained on several datasets that have never directly
seen, as they are located in different machines (feder-



Figure 1: Pictorial representation of the proposed method that performs test-time neural network aggregation.

ated learning). However, this training paradigm raised
another question: what if one (or more) datasets used
to train the centrally trained model needs to be re-
moved? Machine unlearning (Golatkar et al., 2021) is
studied for several reasons, especially when sensible
data are used (e.g., medical imaging). However, it is
generally hard to selectively scrub the parameters of a
model such that it cannot perform well on a portion of
the dataset, whilst it retains comparable performance
as before on the rest of the dataset.

In this paper, we propose a new proof-of-concept
technique to TL that inherently allows for selec-
tive forgetting by aggregating the network parameters
without any further training. This can be applied to
different datasets, assuming they all share the same
task. Our approach is represented in Figure 1 and
works as follows: we train a VGG-like (Simonyan
and Zisserman, 2015) deep neural network for each
dataset – we will refer to these networks as Ni, for
i = 1, . . . ,n, with n being the number of datasets. In
addition, a VGG-like network – named N� – is also
trained taking all the datasets as inputs. All the net-
works are trained end-to-end with a aggregation regu-
lariser, ensuring that the weights learnt by N� are ob-
tained as an aggregation for all the other networks Ni.
This training paradigm will ensure that the networks
Ni also learn how to be aggregated. Furthermore, re-
quiring that the aggregation function is invertible, our
model inherently allows for selective forgetting. In
our experiments, we set n = 2 datasets, and we used
the sum of weights as network aggregation function
(which can easily be inverted with subtraction), which
is applied to only the parameters of the feature extrac-
tors. All the networks trained within this end-to-end
framework (including N�) share the same classifier.
Experimental results show that test-time network ag-
gregation is possible, outperforming the baseline.

The key contributions of our approach can be sum-
marised as follows:

1. we propose the aggregation regulariser during
training;

2. network aggregation is achieved at test time (no
further training is required);

3. our transfer learning technique does not suffer
from catastrophic forgetting;

4. our approach can also be used for selective for-
getting (assuming networks are aggregated via an
invertible function).

The rest of the paper is organised as follows. In
Section 2, we discuss the recent related works. Sec-
tion 3 outlines our proposed approach. In Section 4,
experimental results are shown and discussed. Fi-
nally, Section 5 concludes the paper.

2 RELATED WORK

The aggregation of network parameters is a form of
transfer learning. Typically, TL generally addresses
a better initial and steeper growth performance (Tom-
masi et al., 2010) by reuse of the convolutional filter
parameters of CNNs. For example, fine-tuning is the
simplest way to achieve transfer learning: a model,
pre-trained on a dataset, e.g. ImageNet (Deng et al.,
2009), is used as starting point for other datasets and
tasks (Reyes et al., 2015). Although intuitive and easy
to do, fine-tuning typically underperforms wrt other
transfer learning approaches (Shu et al., 2021; Han
et al., 2021). More sophisticated methods have been
proposed (Oquab et al., 2014), but several of them
suffer from negative transfer (Rosenstein et al., 2005;
Pan and Yang, 2010; Torrey and Shavlik, 2010; Wang
et al., 2018; Zhuang et al., 2021): the process of trans-
ferring knowledge is harmful because the knowledge
is not transferable across all the domains (in particular
when the source and target datasets are not related).

Another issue affecting transfer learning ap-
proaches is catastrophic forgetting, where new
knowledge permanently replaces information learnt
from previous tasks (Goodfellow et al., 2013). In
fact, several approaches to TL, such as Batch Spectral
Shrinkage (Chen et al., 2019), attempts to solve such
an issue. However, these approaches still rely on a
training procedure to adapt to a new dataset (or task).
However, we asked ourselves the following question:




