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Abstract We define a Besse manifold as a Riemannian manifold (M, g) all
of whose geodesics are closed. A conjecture of Berger states that all prime
geodesics have the same length for any simply connected Besse manifold.
We firstly show that the energy function on the free loop space of a simply
connected Besse manifold is a perfect Morse–Bott function with respect to a
suitable cohomology. Secondly we explain when the negative bundles along
the critical manifolds are orientable. These two general results, then lead to a
solution of Berger’s conjecture when the underlying manifold is a sphere of
dimension at least four.
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Riemannian manifolds with all geodesics closed have been object of study
since the beginning of the XX century, when the first nontrivial examples
were produced by Tannery and Zoll. To this day the famous book of Besse [3]
describes the state of art to a large extent with a few but notable exceptions.
We define a Besse metric g on a manifold M , as a Riemannian metric all of
whose geodesics are closed and a Besse manifold as a manifold endowed with
a Besse metric.

The “trivial” examples of Besse manifolds are the compact rank one sym-
metric spaces (also called CROSSes), with their canonical metrics: round
spheres S

n , complex and quaternionic projective spaces CP
n , HP

n with their
Fubini-Study metric, and the Cayley projective plane CaP

2. To this day, these
are also the only manifolds that are known to admit a Besse metric. Moreover,
on the projective spaces the canonical metric is the only known Besse metric.
On the other hand, in the case of spheres many other Besse metrics have been
discovered by Zoll, Berger, Funk, and Weinstein.

Given a Besse manifold, a theorem of Wadsley states that all the prime
geodesics (i.e. which are not iterates of a shorter one) have a common period L .
Using this result, a combination of theorems by Bott–Samelson [3, Thm 7.37]
and McCleary [10, Cor. A] proves that any simply connected Besse manifold
M has the integral cohomology ring of a CROSS, the so called model of M .
A conjecture of Berger states that on a simply connected Besse manifold all

the prime geodesics have the same length L . This strengthensWadsley’s result
in the simply connected case. If all prime geodesics have the same length one
knows, for example, that the volume of M is an integer multiple of the volume
of a round sphere of radius L/2π [15].

This conjecture was proved for 2 spheres by Gromoll and Grove [7]. Partial
results in dimension three have been obtained by Olsen [11]. On the other
hand, the conjecture of Berger does not hold for irreversible Finsler metrics.
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Counterexamples come from certain so-called Katok metrics on CROSSes, as
pointed out for example in [19].

These counterexamples suggest that reversibility should come as a crucial
ingredient in the proof of the Berger’s Conjecture.

The main goal of this paper is to prove the conjecture for all topological
spheres of dimension at least 4.

Theorem A Let M be a topological sphere of dimension≥ 4. Then, for every
Besse metric on M, all prime geodesics have the same length.

To prove Theorem A, we study the free loop space �M = H1(S1, M) (the
Sobolev space of maps S

1 → M) of any Besse manifold. In particular, we
study the energy functional E : �M → R, which associates to any free loop
γ : S1→ M the energy

E(γ ) =
∫

S1

∥∥γ ′(t)∥∥2 dt.

Basically, the proof of Theorem A is by contradiction: if not all prime
geodesics in M have the same length, then the set Cmin in �M consisting
of nonconstant geodesics of shortest length (which corresponds to the set of
critical points of the energy E , with lowest nonzero critical value) must have
the integral (co)homology of a sphere. On the other hand, since the metric is
Riemannian and, in particular, reversible (in the sense that if γ (t) is a closed
geodesic, then γ (−t) is also a geodesic, of the same length as γ (t)), then
the energy functional, and thus the set Cmin , is invariant under the natural
action of O(2) acting by reparametrization. In particular, Cmin admits a free
Z2×Z2 ⊂ O(2) action, which is known not to be possible ifCmin is an integral
homology sphere.

To prove that the set Cmin has the required homology, we combine the
simplicity of the topology of the the free loop space of M with Morse–Bott
theory. To that end we prove two general results which hold on all simply
connected Besse manifolds. The second named author proved in [17] that E is
a Morse–Bott function. In particular, the critical points of E , which precisely
correspond to the closed geodesics in M , form smooth “critical” submanifolds.
Moreover, along every critical submanifold C the negative eigenspaces of the
Hessian of E give rise to a “negative bundle” N→ C , of finite rank. In order
to apply Morse–Bott theory, it is important to make sure that these negative
bundles are orientable.

For the following theorem, notice that a closed curve c : S
1 → C in a

critical manifold C , s �→ cs , induces a curve α : S
1 → M , α(s) = cs(0),

and a bundle α∗T M over S
1. Choosing a framing of T M along α induces a

trivialization of α∗T M . The map A : S1→ SO(n) sending s to the holonomy
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map As ∈ SO(Tcs(0)M) 
 SO(n) along cs may depend on the choice of the
framing, but its (free) homotopy type does not.

Theorem B Let M be an orientable Besse manifold, and C ⊆ �M a critical
submanifold of the energy functional. Then for any curve c : S

1 → C the
negative bundle over c is orientable if and only if the map A : S1 → SO(n)

along c is nullhomotopic in SO(n).

The proof of Theorem B allows in a way to use the Poincare map to define
a natural orientation on the negative bundle. One might hope to use similar
ideas in other contexts, e.g. to define (under suitable assumptions) a natural
orientation on the unstable manifold along a periodic Reeb orbit. If M is a
spin manifold, the holonomy A : C → SO(n) always lifts to a map Ã : C →
Spin(n), and in particular A is always contractible. It follows in particular:

Corollary C Let M be an orientable spin Besse manifold. Then for every
critical submanifold C ⊆ �M for the energy functional, the negative bundle
is orientable.

Almost all Besse manifolds are spin: in fact, this is the case if the model
of M is not given by CP

2m . Since M has the same integral cohomology as
its model this follows either from H2(M;Z2) = 0 or in case of the model
CP

2m+1 from the fact that then M is homotopy equivalent to its model and the
homotopy invariance of Stiefel-Whitney classes w2(M) = w2(CP

2m+1) = 0.
Recall thatO(2) acts on�M by reparametrization, and the energy functional

is O(2)-invariant. In particular, we can use E as an S
1-equivariant Morse–Bott

function, with S
1 = SO(2) ⊆ O(2). Let M → �M denote the embedding

sending p ∈ M to the constant curve γ ≡ p, and denote the image of such
embedding again by M .

Theorem D Let M be a simply connected Besse manifold. Then the energy
functional is a perfect Morse–Bott function for the rational, S

1-equivariant
cohomology of the pair (�M, M).

The proof of the perfectness of the energy functional uses three main ingre-
dients.

(1) Index parity: On an orientable Bessemanifold M the index of every closed
geodesic has the same parity as dim M + 1.

(2) Lacunarity: If amanifold M has the integral cohomology of aCROSS then,
up to inverting afinite number of primes, the cohomology Hq

S1
(�M, M;Z)

is zero whenever q has the same parity as dim M .
(3) Index gap: If c is a closed geodesic on a simply connected Besse manifold

M of length i L/q, where L is the common period of all geodesics and
i, q ∈ N, then, roughly speaking, the differences ind cq − ind cq ′ , q ′ 
= q,
are bounded away from zero by some constant independent from c.
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The index parity was proved by the second-named author in [17]. The Lacu-
narity and the Index gap are proved in the present paper.

The paper is structured as follows. Section 2 contains the proof of Theo-
rem B. Several technical results are proved in the appendix. Sections 3 and 4
contain the precise statements and proofs of the Lacunarity and the Index gap,
respectively. Finally, in Sect. 5 Theorem D is proved, while Sect. 6 contains
the proof of Theorem A.

1 Free loop space, and Morse–Bott theory

Let M be aBessemanifold.As defined above aBessemanifold is aRiemannian
manifold all of whose geodesics are closed. Given S

1 = R/Z, we define the
free loop space of M , to be the Hilbert manifold �M = H1(S1, M) of maps
c : S1→ M of classH1. The energy functional E : �M → R is defined as

E(c) =
∫

S1

∥∥c′(t)∥∥2 dt.

As pointed out in [17], the energy functional is a Morse–Bott function, and
any critical set K of energy e consists of all closed geodesics of length � = √e.

From now on, we will use the following notation:

• We denote by 0 = e0 ≤ e1 ≤ . . . the sequence of critical values of E (or
critical energies). Each critical value appears as many times as the number
of connected components of the corresponding critical manifold.
• For every critical energy ei , we denote by Ki ⊆ E−1(ei ) the corresponding
critical manifold, and �i = E−1([0, ei + ε)) the corresponding sub-level
set. Since each critical value appears with multiplicity, each critical mani-
fold Ki is connected.
• Along a critical manifold Ki , the number of negative eigenvalues of
Hess(E)|ν(Ki ), counted with multiplicity, is constant, as otherwise there
would exist a point in Ki where the Hessian has some nontrivial kernel-
contradicting the fact that E is a Morse–Bott function. We can thus define
the index of Ki , ind(Ki ), to be this number.
• For every critical manifold Ki , denote byNi → Ki the subbundle of ν(Ki )

consisting of the negative eigenspaces of Hi = Hess(E)|ν(K ). We call Ni
the negative bundle of Ki .

For i = 0, the critical set K0 consists of point curves and will be from now
on identified with M . For each i > 0, let N≤1i = {v ∈ Ni | ‖v‖ ≤ 1}, for
some choice of norm on Ni . By Morse–Bott theory, each sublevel set �k is
homotopy equivalent to the complex obtained by successfully attaching the
unit disk bundles N≤1i , i = 1, . . . k, to M = K0.
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If one were to know the relative cohomology of the pairs (�i , �i−1), it
would be possible to reconstruct the cohomologygroups H∗(�i ;Z) iteratively,
using the long exact sequence of the pair (�i , �i−1), and in the limit onewould
reconstruct the cohomology of�M . By excision, the relative homology group
of the pair (�i , �i−1) is equal to the relative homology group of (N≤1i , ∂N≤1i ).
If Ni → Ki is orientable, then by the Thom isomorphism the cohomology of
(N≤1i , ∂N≤1i ) equals the shifted cohomology of Ki :

Hk
(
�i , �i−1;Z

)

 Hk

(
N≤1i , ∂N≤1i ;Z

)

 Hk−ind(Ki )(Ki ;Z).

Notice that the group S
1 acts on �M by reparametrization, and the energy

functional is S
1-invariant. In particular, the critical manifolds and the sublevel

sets are all S1 invariant, and there is a natural S1-action on the negative bundles
such that the mapsNi → Ki are all S1-equivariant. Moreover, by choosing an
S
1-invariant metric on Ni , the inclusion (N≤1i , ∂N≤1i ) → (�i , �i−1) is also

S
1-equivariant. In particular, using S

1-equivariant cohomology we have that
whenever Ni → Ki is orientable, there is an isomorphism

Hk
S1

(
�i , �i−1;Z

)

 Hk−ind(Ki )

S1
(Ki ;Z).

1.1 Critical submanifolds

Given a Besse manifold M , by Wadsley Theorem [14] the prime geodesics of
M have a common period L , thus the geodesic flow induces a S

1-action on
the unit tangent bundle T 1M of M . Moreover, if a critical set K ⊆ E−1(�2)
contains prime geodesics, then the common length � of the geodesics in K
equals � = L/k for some integer k, and the map

Ki → T 1M, c �→ (c(0), c′(0)/�)

defines a diffeomorphism of Ki into the subset of T 1M fixed byZk ⊆ S
1. This

diffeomorphism is S
1-equivariant, where S

1 acts on Ki by reparametrization,
and on T 1M by the geodesic flow. In particular if the length of the geodesics
in K is a multiple of L , then K is diffeomorphic to T 1M .

In the rest of the paper we will use the following notation:

• We let {C1, . . . Ck} denote the set of critical manifolds containing prime
geodesics.
• We call regular any geodesic whose length is a multiple of L . Similarly,
we say that a critical set is regular if it contains regular geodesics.
• Given a closed geodesic c : [0, 1] → M , we denote by cq : [0, 1] → M ,

cq(t) = c(qt), the q-iterate of c.
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Any critical set of positive energy can be written as Cq = {cq | c ∈ C} for
some integer q and some C in {C1, . . . , Ck}.

2 Orientability of the negative bundle

Let M be a Bessemanifold. The goal of this section is to prove TheoremB. The
techniques used in this sections are completely independent from the remaining
sections, and therefore can be read independently or used as a black-box.

2.1 Idea behind the proof

In [17] the second-named author proved that the the Poincaré map of a closed
geodesic determines the parity of its index. In a way, we will prove here the
orientability of the negative bundle by showing that the Poincaré map of a
closed geodesic c can help define a natural orientation on the negative space
at c.

More precisely, consider a “formal closed geodesic”, modelled by a map
R ∈ Map([0, π ],Sym(n − 1, R)) (the curvature operator along the geodesic)
and a map A ∈ SO(n− 1) (the holonomy along the geodesic). Given this data
it is possible to define an “index form” H for (R, A), modelling the Hessian
of the energy functional, and a “negative space” N defined as the sum of the
negative eigenspaces of H , which models the space of negative directions in
the free loop space (see Sect. 2.3).

Choose a generic path (Rτ , Aτ )τ∈[0,1] of data from (R, A) to the fixed data
(Id, Id). This path induces a family of index forms Hτ , and a corresponding
family of negative spaces Nτ . The idea is that, by fixing an orientation of N1,
we want to induce an orientation on N0 = N along the path. This can be
easily done if Hτ does not change index along the path, in which case the
collection {Nτ }τ∈[0,1] defines a vector bundle on [0, 1]. In general however
Hτ does change index, and at the transition points Hτ has nontrivial kernel, as
some eigenvalue of Hτ is changing sign.

For each τ it also makes sense to define a Poincaré map Pτ of the “formal
geodesic” modelled by (Rτ , Aτ ), and one can consider the space

Eτ =
⊕

λ∈(0,1)
Eλ(Pτ ),

with Eλ(Pτ ) the eigenspace of Pτ of eigenvalue λ. Just like in the geometric
setting, there is a natural identification between the kernel of Hτ (given by
“periodic Jacobi fields”) and the eigenspace E1(Pτ ). Moreover, it was proved
in [17] that the dimension of Eτ ⊕Nτ has constant parity at generic points. If
Pτ is generic enough, it has eigenvalue 1 of geometric multiplicity at most 1,
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and therefore at every transition point both the index of Hτ (which equals the
dimension of Nτ ) and the number of real eigenvalues of P in (0, 1) (which
equals the dimension of Eτ ) only change by 1.

In other words: at any transition point, the form Hτ will develop a one-
dimensional kernel VH , the Poincaré map Pτ will develop a one-dimensional
fixed space VP , such that there is a natural identification VH 
 VP . Thus, at
transition points, the sum Nτ ⊕ Eτ either gains or loses two one-dimensional
subspaces that can be canonically identified. Since the sum of two identical
subspaces carries a natural orientation, there is an obvious way to induce an
orientation from Nτ−ε ⊕ Eτ−ε to Nτ+ε ⊕ Eτ+ε . In our situation, we have
E0 = 0 = E1 and therefore the orientation on N1⊕ E1 = N1 induces naturally
an orientation on N0 ⊕ E0 = N.

Of course one needs to prove that the induced orientation on N does not
depend on the path chosen, and therefore one needs a 2-dimensional variation,
in which case more problems arise because the dimension of Eτ can jump for
other reasons (two real eigenvalues of Pτ could “collide and disappear”, for
example), which should be taken into account.

2.2 The plan

We sketch here the main steps of the proof: in Sect. 2.3 we define certain
algebraic data (Rx , Ax )x∈M parametrized by a manifold M, which formally
model geometric structures around a closed geodesic. Moreover we show how
one can construct, out of these data, a map N→M which resembles a vector
bundle (we call these pseudo vector bundles).

In Sect. 2.4 we consider a Besse manifold M and a loop cs : S1→ �M in
a critical manifold for the energy functional. We then explain how to associate
an algebraic data set (Rs, As)s∈S1 to cs , and that proving the orientability of
the negative bundle along cs is equivalent to proving the orientability of the
pseudo vector bundle N→ S

1 induced by the algebraic data.
At first we assume that A : S

1 → SO(n − 1) is nullhomotopic, leaving
the other case to the last Sect. 2.10. In Sects. 2.5 and 2.6 we produce a one-
parameter deformation

(Rs,τ , As,τ )(s,τ )∈S1×[0,1]

of algebraic data, which is the original one for τ = 0 and has trivial negative
bundle for τ = 1. This variation induces a pseudo vector bundle N → S

1 ×
[0, 1], whose restriction to S

1 × {0} is the original one, and whose restriction
to S

1 × {1} is orientable since the bundle is trivial.
In Sect. 2.7 we define a “modified” pseudo vector bundle N ⊕ E → S

1 ×
[0, 1], whose restriction to S

1 × {0} and S
1 × {1} coincides with N.
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In Sect. 2.9 we prove that a notion of orientability can be defined forN⊕E ,
in such a way that (N⊕ E)|S1×{0} is orientable if and only if (N⊕ E)|S1×{1} is
orientable.

Finally, in Sect. 2.10, we discuss the case in which A : S1 → SO(n − 1)
is not nullhomotopic. Using the results of the previous sections, we prove that
in this case the negative bundle is not orientable.

2.3 Algebraic data

Let M be a Riemannian manifold and c : [0, 2π ] → M a closed geodesic.
Parallel translation along c allows to identify the spaces c′(t)⊥ with V =
c′(0)⊥, and it defines a map A ∈ O(V ) defined by A(e(0)) = e(2π) for every
parallel normal vector field e(t) along c. Moreover, the curvature operator of
M defines a map R : [0, 2π ] → Sym2(V ) by

〈R(t) · e1(0), e2(0)〉 = 〈R(e1(t), c′(t))c′(t), e2(t)〉

for every parallel normal vector fields e1(t), e2(t) along c.
We say that the data (R, A) model a “formal geodesics”, because out of

such data one can formally recover a number of objects usually related to real
geodesics.

In fact, given the data of an Euclidean vector space V 
 R
n−1, a piecewise

continuous map R ∈ Map([0, 2π ],Sym2(n−1)) and a A ∈ O(n−1), we can
define:

• The spaceX = {X : [0, 2π ] → V | X (2π) = A · X (0)} of periodic vector
fields.
• The space J = {J : [0, 2π ] → V | J ′′(t) + R(t) · J (t) = 0} of Jacobi

fields.
• The Poincaré map P : V ⊕ V → V ⊕ V which sends (u, v) to (A−1 ·

J (2π), A−1 · J ′(2π)) where J is the unique Jacobi field with J (0) = u,
J ′(0) = v. Thismap preserves the symplectic formω((u1, v1), (u2, v2)) =
〈u1, v2〉 − 〈u2, v1〉 and thus P ∈ Sp(n − 1, ω).
• The index operator H : X× X→ R defined as

H(X, Y ) =
∫ 2π

0
〈X ′(t), Y ′(t)〉 − 〈R(t)(X (t)), Y (t)〉 dt

The index operator is symmetric, and by standard arguments it can be checked
that the sum N ⊆ X of the negative eigenspaces of H is finite dimensional.
We call this sum the negative space of the pair (R, A).
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Given a manifoldM and maps

A :M→ SO(n − 1), R :M→ Map
([0, 2π ],Sym2(n − 1)

)

then for every x ∈ M the data (Rx , Ax ) determine, in particular, a Poincaré
map Px ∈ Sp(n − 1, ω) an index form Hx and a negative space Nx ∈ X.

This determines a map P :M→ Sp(n−1, ω) and a spaceN =∐x∈MNx
with a projectionN→M sendingNx to x . The spaceN has a natural topology,
induced by the inclusion N ⊆ M ×Map([0, 2π ], V ), and N → M has the
structure of a fiberwise vector space.

In general, however, the map N → M is not a vector bundle, since the
dimension of the fibers might change from point to point.

Remark 2.1 Notice that, given data (Rx , Ax )x∈M, there is always an isomor-
phism ker Hx → E1(Px ) (E1(Px ) is the eigenspace of Px with eigenvalue 1).
In fact, a vector field X in ker Hx is a periodic Jacobi field, in the sense that
X ′′(t)+ Rx (t) · X (t) = 0 and (X (2π)), X ′(2π)) = (A · X (0), A · X ′(0)). In
particular, the vector (X (0), X ′(0)) is a fixed vector for Px and therefore the
map X �→ (X (0), X ′(0)) defines the isomorphism ker Hx → E1(Px ).

In particular, when dimension of the fibers of N → M changes, at the
transition point the kernel of Hx must be nontrivial and therefore Px must
have eigenvalue 1. This will be very important later on.

2.4 Paths of closed geodesics

Let C ⊆ �M be a critical submanifold of the energy functional E and let
c : S

1 → C , s �→ cs be a closed curve. Each cs defines a unit speed closed
geodesic which, possibly after scaling, can be parametrized as cs : [0, 2π ] →
M .
Along α(s) = cs(0), the bundle c′s(0)⊥ over S

1 is orientable, and every
orientable vector bundle over S

1 is trivializable. Thus, let {e1(s), . . . en−1(s)}
be an orthonormal frame of c′s(0)⊥ such that ei (0) = ei (1), i = 1, . . . n − 1.
Moreover, let ei (s, t) denote the parallel transport of ei (s) along cs . For each
s ∈ [0, 1], let As ∈ SO(n − 1) denote the holonomy map along cs , i.e.
ei (s, 2π) = As · ei (s, 0). Using the frame {e1(s, t), . . . en−1(s, t)}we identify
each space c′s(t)⊥ with V = c′0(0)⊥ 
 R

n−1.
We can see As and Rs(t) = R(·, ċs(t))ċs(t) as maps

A : S1→ SO(n − 1)

R : S1→ Map
([0, 2π ], Sym2(n − 1)

)

and by the previous section, we can associate to the data (Rs, As)s∈S1 a
Poincaré map P : S

1 → Sp(n − 1, ω) and a negative bundle N → S
1. In
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this case the negative bundle is indeed a vector bundle, which coincides with
the usual definition of negative bundle in Morse–Bott theory. In particular, the
goal of this section is to prove that N→ S

1 is orientable.

2.5 The variation

As explained in Sect. 2.1 from now on we assume to have algebraic data
(Rs, As), s ∈ S

1, relative to the geometric setup, such that A : S1→ SO(n −
1) is nullhomotopic. The goal of this section is to produce a deformation
(R(s,τ ), A(s,τ )), (s, τ ) ∈ S

1 × [0, 1], such that (R(s,0), A(s,0)) is related to the
data of our geometric setup, (R(s,1), A(s,1)) has trivial negative bundle, and in
such a way that we can somehow “keep track” of the negative bundle along the
deformation. In this section we emphasize the properties of the variation near
τ = 0 and τ = 1, while in the next sections we concentrate on the interior of
S
1 × [0, 1].
Before defining the deformation, we slightly modify the initial data. We

replace the t-interval [0, 2π ]with a longer interval [0, 6π ], and define A(s,0) =
As , and

R(s,0)(t) =
⎧⎨
⎩

Rs(t) t ∈ [0, 2π ]
4 · I d t ∈ (2π, 4π ]
I d t ∈ (4π, 6π ]

In general, given real numbers 0 < L1 . . . < Lk and curvature operators
Ri ∈ Map((Li−1, Li ],Sym2(n−1)), i = 1, . . . k we define the concatenation
R1
. . .
 Rk ∈ Map((0, Lk],Sym2(n−1)) to be the operator whose restriction
to (Li−1, Li ] is Ri for every i = 1, . . . k. In our case can then write

R(s,0) = Rs 
 (4 Id) 
 Id.

Notice that R does not need to be continuous in t , but only piecewise contin-
uous.

Recall

Lemma 2.2 The negative bundle of (R(s,0), A(s,0)) is a vector bundle, and it
is orientable if and only if the negative bundle of (Rs, As) is orientable.

Proof For any s ∈ S
1, the negative space N(s,0) of (R(s,0), A(s,0)) is the (finite

dimensional) sum of the negative eigenspaces of the bilinear map Hs : Xs ×
Xs → R given by

Hs(X, Y ) =
∫ 6π

0
〈X ′(t), Y ′(t)〉 − 〈R(s,0)(t) · X (t), Y (t)〉 dt

123



M. Radeschi, B. Wilking

where Xs = {X : [0, 6π ] → V | X (6π) = A(s,0) · X (0)}.
The kernel of Hs is given by the periodic Jacobi fields on [0, 6π ] (i.e. vector

fields J : [0, 6π ] → V such that J ′′(t)+R(s,0)(t) · J (t) = 0, J (6π) = A(s,0) ·
J (0) and J ′(6π) = A(s,0) · J ′(0)). Therefore the nullity of Hs corresponds to
themultiplicity of the eigenvalue 1 of the Poincaremap P(s,0) of (R(s,0), A(s,0))

which, from the discussion above, in turn coincides with the Poincare map of
(Rs, As). In particular the dimension of the kernel of Hs is constant, and the
same holds for the index of Hs (i.e., the sum of the negative space N(s,0)).

Using Equation (1.4) of [2], it follows that for every s ∈ S
1, the difference

between the dimension of the negative space N(s,0) of (R(s,0), A(s,0)) and the
dimension of the negative spaceNs of (Rs, As), equals the difference between
the number of conjugate points (i.e. zeroes of Jacobi fields with J (0) = 0
counted with multiplicity) on the interval [0, 6π) and the number of conjugate
points on the interval [0, 2π). This equals the number of conjugate points on
the interval [2π, 6π), which is 6(n − 1) (recall that on (2π, 4π ] and (4π, 6π ]
the curvature tensor is that of a sphere of constant curvature).

For any s ∈ S
1, extend each vector field X in Ns (which is defined only on

[0, 2π ]) to a vector field X̄ on [0, 6π ], by adding on the interval (2π, 6π ] a
R(s,0)-Jacobi field for in such a way that X̄ remains C2. Since all such Jacobi
fields are periodic on [2π, 6π ], any such X̄ is periodic and Hs is defined on
these extensions. Furthermore, we define N′ (independent of s) as the sum
of all nonpositive eigenspace of the bilinear form Hs restricted to the space
{X ∈ Xs | X[0,2π ] = 0}. Clearly the dimension of N′ is the number of
conjugate points on the interval [2π, 6π ], which again equals 6(n − 1).

The form Hs is nonnegative definite on the space Ns ⊕ N′. Finally, the
space Ns ⊕ N′ does not contain any periodic Jacobi fields. Thus for every s,
the orthogonal projection of Ns ⊕ N′ to the negative space N(s,0) of Hs is an
isomorphism.

Thus we see that the negative bundle N(s,0) of (R(s,0), A(s,0)) is isomorphic
to the sum of the negative bundle Ns , plus a trivial bundle N′. In particular,
N(s,0) is orientable if and only if Ns is orientable. ��

In particular, in the proof of Theorem B we can switch our attention to the
orientability of the negative bundle of (R(s,0), A(s,0)).

Once again, we assume now that A(s,0), as a loop in SO(n−1), is nullhomo-
topic. Notice that this is always the case if the manifold is spin (for example,
when M = S

n or HP
n). In this case, let

H(s,τ ) : S1 × [0, 1] → SO(n − 1)

be a homotopy with H(s,ε) = A(s,0) and H(s,1) = Id.
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Given a function ϕ : [0, 1] → R such that

⎧⎨
⎩

ϕ(τ) ≡ 0 around τ = 0
ϕ(τ) ≡ 1 around τ = 1
ϕ′(τ ) ≥ 0 ∀τ ∈ (0, 1)

we now define the variation (R(s,τ ), A(s,τ )) by

R(s,τ ) =
(
(1− ϕ(τ))Rs + ϕ(τ)Id

)


(
(4− 3τ) · Id) 
 R̃(s,τ )

A(s,τ ) = H(ϕ(τ ),s) (2.1)

The operator R̃(s,τ ) is a “generic” operator, sufficiently close to the constant
map Id, which we will define in the next section, and whose goal is to make
the Poincare map generic. Before that, however, we will focus on the first two
components of R(s,τ ). Namely, we consider now

R̂(s,τ ) =
(
(1− ϕ(τ))Rs + ϕ(τ)Id

)


(
(4− 3τ) · Id) (2.2)

Let us set the notation and call

C = S
1 × [0, 1]

the space parametrised by s and τ . The variation (R̂(s,τ ), A(s,τ )) can be seen as
parametrised data (R̂x , Ax )x∈C , as defined in Sect. 2.3. In particular, we have
an associated Poincaré map P̂ : C → Sp(n − 1, ω).

For reasons that will be clearer later, we want to have some control over the
real eigenvalues of P̂ . At the moment we do not have such control, although
in the following lemma we show that, sufficiently close to the boundary of C,
the map P̂ has no real eigenvalues.

Lemma 2.3 There is a neighbourhood U of ∂C such that the Poincaré map P̂
of (R̂x , Ax )x∈C does not have any real eigenvalue on U\∂C.

Proof It is enough to show that for every s ∈ S
1, P(s,τ ) does not have eigen-

values in (0, 1) in some neighbourhoods of τ = 0 and τ = 1. For τ = 0,
P̂(s,0) = Ps is the Poincaré map of a closed geodesic in our geometric situa-
tion, and we know that Pk

s = I d for some k. In particular the eigenvalues of
Ps are roots of unity. Since the Poincaré map depends continuously on τ , its
eigenvalues vary continuously as well and thus we only have to check that the
eigenvalue 1 of Ps disappears for any τ > 0 small.

Recall that we constructed the variation (R̂(s,τ ), A(s,τ )) so that for small
values of τ , A(s,τ ) = As and R̂(s,τ ) only changes in the t-interval [2π, 4π ],
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thus it is not hard to prove that, with respect to the canonical basis of V ⊕V =
R
2(n−1), P̂(s,τ ) can be written as

P̂(s,τ ) = �A−1s · (cos θ(τ ) Id + sin θ(τ ) J ) ·�As · Ps

where J =
( −I dV

I dV

)
, �As = diag(As, As) and θ(τ ) = 2π

√
4− 3τ .

Since we are only interested in the eigenvalues of P̂(s,τ ) we can, up to
conjugation of P̂(s,τ ) and Ps with �As , reduce ourselves to the case

P̂(s,τ ) = (cos θ(τ )Id + sin θ(τ )J ) · Ps

We claim that P̂(s,τ ) cannot have real eigenvalues for small τ . Suppose in fact
that P̂(s,τ ) has an eigenvector vτ with real eigenvalue λτ , and vτ tends to a
fixed point of Ps for τ → 0+. Around τ = 0, the map τ �→ vτ is smooth.
Differentiating the equation P̂(s,τ )vτ = λτvτ and taking the limit as τ → 0
we obtain

θ ′(0) · Jv0 + Psv
′
0 = λ′0v0 + v′0.

By evaluating the two sides of the equation using the symplectic form ω(·, v0)
we get

θ ′(0) · ω(Jv0, v0)+ ω(Psv
′
0, v0) = ω(v′0, v0).

Since v0 is a fixed point for Ps , we get ω(Psv
′
0, v0) = ω(v′0, v0) and the

equation becomes θ ′(0)·ω(Jv0, v0) = 0,which is not possible since θ ′(0) 
= 0
and ω(Jv0, v0) 
= 0.

The case around τ = 1 can be handled in a similar fashion. ��

The goal of the next section is to produce the last piece of curvature operator

R̃ : C → Map
(
(4π, 6π ],Sym2(n − 1)

)
,

in the variation R(s,τ ) as in Eq. 2.1. The curvature operator will be arbitrarily
close to the constant map ≡ Id (and in fact equal to the constant map in a
neighbourhood of ∂C), such that the Poincaré map of (Rx = R̂x 
 R̃x , Ax )x∈C ,
as defined in Eq. 2.1, is controlled.
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2.6 Making the Poincaré map generic

By [17, Lemma 3.8] there are curvature operators

R0, R1, . . . Rh : [0, 2π ] → Sym2(n − 1),

with h = dimSp(n − 1, ω), such that the map

(−1, 1)h −→ Sp(n − 1, R)

(a1, . . . ah) �−→ Poincaré map of (R0 + a1R1 + . . . ah Rh, Id)

is a diffeomorphism between (−1, 1)h and a neighbourhood U of the identity
in Sp(n − 1, ω). In particular, given a map P̃ : C → U there is a map

R̃ : C → Map
([0, 2π ],Sym2(n − 1)

)

such that P̃ is the Poincaré map of (R̃, Id).
It is easy to see in general that that if P1, P2, P3 are the Poincaré maps of

(R1, A1), (R2, A2) and (R1 
 R2, A3) respectively, then

(�A1 · P1) · (�A2 · P2) = �A3 · P3

where �A = diag(A, A) ∈ Sp(n − 1, ω).
In our case, given P̂x the Poincaré map of the pair (R̂x , Ax )x∈C defined in

Eq. (2.2), then the Poincaré map of (Rx 
 R̃x , Ax ) is

�A−1x · P̃x ·�Ax · P̂x

In particular, for any map P : C → Sp(n− 1, ω) sufficiently close to P̂ , such
that P|∂C = P̂|∂C , we can find an operator R̃ : C → Map([0, 2π ],Sym2(n −
1)) sufficiently close to the identity, such that R̃|∂C ≡ Id and (R̂x 
 R̃x , Ax )x∈C
has Poincaré map P .

The goal of this section is to prove that for a “generic” choice of R̃, the
Poincaré map P : C → Sp(n − 1, ω) of (R̂x 
 R̃x , Ax )x∈C has the following
properties:

• For every x ∈ C, the positive real eigenvalues of Px have geometric multi-
plicity 1.
• The set of points x ∈ C, whose Poincaré map Px has eigenvalue 1, is a
smooth subvariety.
• The function χ̄ : C × R+ → R, χ̄ (x, λ) = det(Px − λ Id) does not have
critical value 0 in the interior of C.
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To this end, consider the following subsets of Sp(n − 1, ω)× R+:

G = {(Q, λ) ∈ Sp(n − 1, ω)× R+ | dim ker(Q − λ Id) ≤ 1}
G1 = {(Q, λ) ∈ Sp(n − 1, ω)× R+ | dim ker(Q − λ Id) = 1}
G0 = {(Q, 1) ∈ G1} = G1 ∩ (Sp(n − 1, ω)× {1})

Clearly G is open in Sp(n − 1, ω) × R+. We show in Proposition A.4
and Lemma A.6 that G1 is a smooth hypersurface of G and G0 is a smooth
hypersurface of G1.
Lemma 2.4 In any neighbourhood of P̂ : C → Sp(n − 1, ω) there exists a
P : C → Sp(n − 1, ω) such that the image of

(P × Id)
∣∣
int(C)×R+ : int(C)× R+ → Sp(n − 1, ω)× R+

(int(C) denotes the interior of C) is contained in G, and it intersects G0 and G1
transversely.

Proof Let Sp1(n − 1, ω) denote the set of symplectic matrices whose posi-
tive real eigenvalues have geometric multiplicity 1, and let Sp0(n − 1, ω) ⊆
Sp1(n − 1, ω) denote the subset of matrices with eigenvalue 1. By Proposi-
tion A.3 Sp1(n − 1, ω) is open, and its complement has codimension ≥ 3.
Moreover, Sp0(n − 1, ω) is a smooth algebraic subvariety, and it has codi-
mension at least 1 in Sp1(n − 1, ω).

Since dim C = 2 it is possible to find a P : C → Sp1(n − 1, ω), close to P̂
andwith P|∂C = P̂|∂C , such that P|int(C) intersectsSp0(n−1, ω) transversely.
Moreover, we can do it in such a way that P|int(C) is an embedding (because
n ≥ 3) and P(int(C)) is disjoint from P(∂C). By construction, the image of
(P × Id)|int(C)×R+ : int(C) × R+ → Sp(n − 1, ω) × R+ lies in G and it
intersects G0 transversely.

Let χ : G → R denote the function χ(Q, λ) = det(Q−λ Id). This function
is a submersion by Proposition A.4. Clearly G1 = χ−1(0) and P × Id fails
to meet G0 transversely if and only if (P × Id)∗χ : C × R+ → R has some
critical point of value 0. Suppose then that (P × Id)∗χ has critical value 0.
By Proposition A.5, there exists a vector field V in Sp1(n − 1, ω) such that
d(Q,λ)χ(V ) > 0 for every (Q, λ) inG.Wefix a nonnegative function f supported
on a neighbourhood of the image of P , which is 0 on P(∂C) and let �t be the
flow of f V for some time t . If t is small enough, then (P ◦�t )× Id does not
have critical point 0 and we obtain the result, up to replacing P with P ◦�t . ��

We will from now on consider a variation
(

Rx = R̂x 
 R̃x , Ax

)
x∈C
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where R̂, A are defined in Eq. (2.2), and R̃ is defined in such a way that the
Poincaré map P of (Rx , Ax )x∈C satisfies the conditions of Lemma 2.4.

2.7 The modified negative bundle

Recall fromSect. 2.3 that to the data (Rx , Ax )x∈C there is an associatednegative
bundleN→ C, which has the structure of a fiberwise vector space, but it is not
a vector bundle in general since the dimension of the fibers might (and does,
in general) change from point to point. Nevertheless, whenever the restriction
of N to a subset of U ⊆ C has constant rank then N|U → U is a vector bundle
in the usual sense. We make this precise with the following definition.

Definition 2.5 A pseudo vector bundle consists of topological spaces E, B, a
continuous surjection π : E → B, a section 0 : B → E (the zero section), a
map a : E ×B E → E (addition) over B and, for every λ ∈ R, an operation
λ· : E → E (scalar multiplication) over B, satisfying the usual axioms
of vector bundles. Moreover, we require that there exists an open dense set
Breg of B (the regular part) and an open cover {Ui }i∈I of Breg, such that
E |Ui 
 Ui × R

ni (where ni might depend on Ui ).

By abuse of language, we will sometimes denote a pseudo vector bundle by
π : E → B, or simply by E when B and π are understood. It is clear that N
admits the maps in the definition of pseudo vector bundle.

The following lemma shows that there exists an open dense set Creg ⊆ C
over which N is a vector bundle, thus proving that N→ C is a pseudo vector
bundle.

Lemma 2.6 Let x ∈ C. The following hold:

(1) The index form Hx has nontrivial kernel if and only if the Poincaré map
Px has a fixed vector. Moreover, there is an isomorphism between the
eigenspace of P with eigenvalue 1, E1(Px ), and ker(Hx ).

(2) If ker Hx = 0 for some x ∈ C, then N→ C is a vector bundle around x. It
thus makes sense to define Creg = {x ∈ C | ker Hx = 0}.

(3) Creg is open and dense in C.

Proof (1) If X ∈ ker Hx then by, the first variation formula for the energy
function, X is a periodic Jacobi field and

Px (X (0), X ′(0)) = (X (6π), X ′(6π)) = (X (0), X ′(0)).

In particular, there is an isomorphism φx : ker Hx → E1(Px ), φ(X) =
(X (0), X ′(0)).

(2) Since Hx is a symmetric map it has real eigenvalues and, since they
change continuously with x , it follows that the number of negative eigenvalues
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of Hx remains constant if Hx has empty kernel. Therefore, if ker Hx = 0 then
N is a vector bundle around x .

(3) By the previous points, the complement of Creg consists of the points
x ∈ C such that Px has eigenvalue 1, which by construction is closed and has
codimension at least 1 in C. ��
Definition 2.7 A pseudo vector bundle π : E → B is locally orientable if
there exists a Z2 cover O → B such that, for every component Bi of Breg, the
restriction O|Bi is isomorphic to the orientation bundle of E |Bi → Bi .

By the construction of the variation (Rx , Ax ) there is some ε > 0 small
enough, such that the restriction of N to the curves

γ0(s) = (ε, s) γ1(s) = (1− ε, s)

has constant rank and therefore N|γi , i = 0, 1, is a vector bundle. If we could
prove thatN is locally orientable, it would follow thatN|γ0 is orientable if and
only ifN|γ1 is orientable. SinceN|γ0 is isomorphic to the sum of the geometric
negative bundle with a trivial bundle, while N|γ1 is trivial, this would prove
the orientability of the geometric negative bundle.

With this goal inmind, we introduce a second pseudo-vector bundle E → C,
E ⊆ C × (V ⊕ V ), whose fiber at x ∈ C is the vector space consisting of
the eigenspaces of Px , with eigenvalues in (0, 1). It makes sense to define a
fiberwise direct sum

N⊕ E → C

which we call modified negative bundle and this is the bundle that we will
consider from now on.

By Lemma 2.3, E = 0 around ∂C and thus we are not changing anything
along γ1 and γ2. In particular, we can prove the local orientability of N ⊕ E
instead of N, and we will still obtain that the geometric negative bundle is
orientable. The next two sections are devoted to proving the local orientability
of N⊕ E .

2.8 Local orientability of pseudo vector bundles

In this section we show some classes of pseudo vector bundles that are always
locally orientable.

We start by remarking that local orientability of a pseudo vector bundle
π : E → B can be proved by showing that there is an open cover {Ui } of B
such that E |Ui is locally orientable, and such that the corresponding orientation
bundles O(Ui ) agree on intersections, in the sense that for everyUi j = Ui∩U j
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there are bundle maps O(Ui )|Ui j → O(U j )|Ui j satisfying the usual cocycle
conditions.

Let M, N be manifolds of the same dimension, let E → N be a vector
bundle, and let f : N → M a closed map with finite fibers. For each p ∈ M ,
let Fp = ⊕q∈ f −1(p) Eq . Define f∗E as the space f∗E = ∐p∈M Fp with
projection f∗π : F → M sending Fp to p. By Sard’s theorem, the set Mreg ⊆
M of regular points for f is open and dense. Around each point x ∈ Mreg there
is a neighbourhood U with f −1(U ) = ∐Ui , such that f |Ui : Ui → U is a
diffeomorphism, and there is a canonical bijection φU : f∗E |U →⊕i E |Ui .
The space f∗E , endowed with the roughest topology that makes the maps
f∗π and φU continuous, is clearly a pseudo vector bundle, which we call the
push-forward of E via f .

Lemma 2.8 Given a pseudo vector bundle E → M and a vector bundle
F → M, E ⊕ F → M is locally orientable if and only if E → M is locally
orientable.

Proof If OE → M , OF → M are the orientation bundles of E, F respec-
tively, then the orientation bundle of E⊕F exists and it is given by OE⊗OF :=
(OE × OF )/Z2, where Z2 acts diagonally. Therefore, E ⊕ F is locally ori-
entable. On the other hand, if OE⊕F → M , OF → M are the orientation
bundles of E ⊕ F and E respectively, then OE⊕F ⊗ OF is the orientation
bundle of E . ��

Proposition 2.9 Let M, N be manifolds without boundary of the same dimen-
sion, and let f : N → M be a closed map with finite fibers. Then for every
vector bundle E → N the push forward f∗E → M is locally orientable.

Proof We will define a pre-sheaf on O on N such that O(U ) = Z2 for any
U small enough, and whose restriction to any open set in Nreg is isomorphic
to the sheaf of local sections of the orientation bundle. Then the étale space
O = ∐p∈N Op, Op = lim−→U�p

O(U ), together with the projection O → N

sending Op to p, will be the Z2-cover we need to prove the result.
For any p ∈ M , f −1(p) is a discrete set {q1, . . . qr }. Given a small neigh-

bourhood U of p, f −1(U ) is a disjoint union of neighbourhoods Ui of qi ,
i = 1, . . . r . Defining fi = f |Ui : Ui → U , the preimage of fi has almost
everywhere constant parity, and we define εi = 0 if given parity is even, and
εi = 1 if it is odd.

Let b = (b1, . . . br ) be an r -tuple where each bi is a local basis of sections
of E |Ui , and let B denote the set of such r -tuples. Given two r -tuples b, b′,
there exists an r -tuple (J1, . . . Jr )where each Ji is a local section of GL(E |Ui )

taking bi to b′i . We can finally defineO(U ) to be the set of maps θ : B→ {±1}
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such that for any b, b′ in B,

θ(b) = θ(b′) ·
r∏

i=1
sgn (det Ji )

εi .

It is easy to see that if U is a small neighbourhood of a point in Mreg then
f −1(U ) is a disjoint union of open sets U1, . . . Ur such that fi : Ui → U is a
homeomorphism. In particular εi = 1 for all i = 1, . . . r , andO(U ) coincides
with the set of sections of the orientation bundle of f∗E |U . ��

2.9 Local orientability of N ⊕ E

In this section we prove that the modified vector bundle is locally orientable,
by showing that it locally takes the form E1 ⊕ f∗E2 for some vector bundle
E1 → C and some push forward f∗E2 → C with respect to some function
f : C → C. In order to do this, we must first construct the space C, which
will be defined by gluing two spaces CP and CH along their (diffeomorphic)
boundaries.

Consider the subset CP ⊆ C × (0, 1] defined as
CP = {(x, λ) ∈ C × (0, 1] | λ is an eigenvalue of Px }

and let fP : CP → C denote the obvious projection.

Proposition 2.10 The following hold:

(1) The set CP is a submanifold with boundary ∂ CP = CP ∩ C × {1}.
(2) There is a line bundle EP → CP , such that E = fP∗EP |Int(CP ), where

Int (CP) denotes the interior of CP .

Proof (1) As in Sect. 2.6, let G1 ⊆ Sp(n − 1, R) × R+ denote the subset of
couples (Q, λ) where dim ker(Q − λId) = 1, and let G0 denote the subset of
couples (Q, 1) in G1. By the construction of (Rx , Ax )x∈C (cf. Lemma 2.4) the
image of

P × Id : C × R+ −→ Sp(n − 1, R)× R+

intersects G1 and G0 transversely. In particular (P × Id)−1(G1) is a smooth
hypersurface, (P×Id)−1(G0) is a smoothhypersurface in (P×Id)−1(G1)divid-
ing it in two components, and it is easy to see that CP is one such component.
In particular, CP is a smooth manifold with boundary ∂CP = (P × Id)−1(G0).

(2) By construction, for every x ∈ C, every positive real eigenvalue of Px
has geometric multiplicity 1 (cf. Lemma 2.4). In particular, the space E ⊆
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CP × (V ⊕ V ) given by

EP = {((x, λ), v) ∈ CP × (V ⊕ V ) | Pxv = λv}

with the obvious projection EP → CP is a line bundle, and by definition
E = fP∗(EP)|Int(CP ). ��

By Lemma 2.6, the set

� = fP(∂ CP)

coincides with the set of points x such that ker Hx 
= 0 and, therefore, the set
of points around which N is not a vector bundle.

Since ker Hx is isomorphic to the eigenspace of Px of eigenvalue 1, and this
is 1 dimensional, it follows that dim ker Hx = 1 for every x ∈ �. Since � is
compact, it is possible to find a neighbourhood U� of � and some ε > 0 such
that Hx has at most one eigenvalue in (−ε, ε) for every x inU� . Consider now

ψ :U� × (−ε, ε)→ R ψ(x, λ) = det(Hx − λI )

and define CH =
(
U� × (−ε, 0]) ∩ ψ−1(0). Equivalently, CH is the set of

pairs (x, λ) such that λ is a nonpositive eigenvalue of Hx . Let fH : CH → U�

denote the obvious projection, and let EH → CH be the line bundle whose
fiber at (x, λ) is the (one dimensional by definition) eigenspace of Hx with
eigenvalue λ.

Proposition 2.11 The following hold:

(1) There is a diffeomorphism φ : ∂ CP → CH ∩
(C×{0}) such that fH ◦φ =

fP .
(2) CH is a smooth submanifold, with boundary ∂ CH = CH ∩ C × {0}.
(3) There is an isomorphism of line bundles

φ : EP
∣∣
∂ CP
−→ EH

∣∣
∂ CH

over φ.

Proof (1) The set CH ∩
(C × {0}) consists of points (x, 0) where x ∈ U and

ker Hx 
= 0. By Lemma 2.6 the map φ : ∂ CP → CH ∩
(C × {0}) sending

(x, 1) to (x, 0) is a diffeomorphism.
(2) We first prove that 0 is a regular value ofψ : U�× (−ε, ε)→ R. Given

(x, λ) ∈ ψ−1(0), λ is an eigenvalue of Hx . By construction λ has geometric
multiplicity 1 and, since Hx is symmetric, it has algebraic multiplicity 1 as
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well. Therefore, by letting ∂
∂t denote the vector at (x, λ) tangent to (−ε, ε),

we have

d(x,λ)ψ

(
∂

∂t

)
= d

dt

∣∣∣
t=λ

det(Hx − t I ) 
= 0.

Then ψ−1(0) is a smooth submanifold of U × (−ε, ε). By the previous point,
the subset (C × {0}) ∩ ψ−1(0) = CH ∩ (C × {0}) is a smooth submanifold of
ψ−1(0) which divides it into two components, one of which is CH .

(3) For any point (x, 1) ∈ ∂ CP , we have amapφ(x,1) : EP |(x,1) → EH |(x,0)
sending the fixed point (v, w) ∈ E1(Px ) = EP |(x,1) of Px to the unique Jacobi
field J ∈ ker Hx = EH |(x,0) with J (0) = v, J ′(0) = w. ��

By Proposition 2.11, it makes sense to define:

• The manifold C = CP �φ CH , without boundary.
• The map f = fP �φ fE : C → U . It is easy to check that this map is
closed.
• The line bundle E = EP �φ EH → C.

Proposition 2.12 The modified negative bundle N⊕ E is locally orientable.

Proof It is enough to argue locally around a point p ∈ C. If p does not belong
to �, then we can find a neighbourhood U disjoint from �. Therefore, N|U
is a vector bundle, and fP : f −1P (U )→ U is a proper map with finite fibers,
with E |U = f∗EP . By Proposition 2.9 and Lemma 2.8, (N⊕ E)|U is locally
orientable.

If p lies in �, we can take a neighbourhood U of p that is contained in U� .
Let F → U denote the subbundle of N whose fiber at x ∈ U is the sum of the
negative eigenspaces of Hx with eigenvalue ≤ −ε. By the construction of U ,
F is a vector bundle and

(N⊕ E)
∣∣
U = F ⊕ f∗E

∣∣
f −1(U )

.

Again by Proposition 2.9 and Lemma 2.8, N⊕ E |U is locally orientable. ��

2.10 If As is not nullhomotopic

We just finished proving that given data (Rs, As)s∈S1 with A : S1→ SO(n −
1) nullhomotopic, the corresponding negative bundle is orientable. We now
complete the proof of Theorem B by showing that N is not orientable if A :
S
1→ SO(n− 1) is not nullhomotopic. In fact, in this case we can replace the
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data V, Rs, As with

V+ = V ⊕ R
2 = R

n+1

R+s = diag(Rs, Qs)

A+s = diag(As,Rot−s)

where Rots ∈ SO(2) denotes rotation by s and Qs ≡ Q : [0, 2π ] → Sym2(2)
is an operator (independent of s ∈ S

1) with Poincaré map equal to

B =

⎛
⎜⎜⎝

−1
1

1
−1

⎞
⎟⎟⎠

One can check that the Poincaré map Ps of (Qs,Rot−s)s∈S1 is given by
the product diag(Rots,Rots) · B. This family of Poincaré maps has constant
eigenvalues ±i , and in particular no eigenvalue 1. By Remark 2.1, the index
of (Q,Rot−s)s∈S1 remains constant. Therefore the negative bundle N′ → S

1

of the data (Q,Rot−s)s∈S1 is indeed a vector bundle and so is the negative
bundle N+ = N⊕ N′ of the data (R+s , A+s )s∈S1 .

Since A+s now defines a contractible loop in SO(n+ 1), by the result above
N+ is orientable. However, we claim that N′ is not orientable, from which it
follows that N is not orientable either. In fact, for every s let Us denote the
space of vector fields

Us =
{

J | ∃t0 ∈ (0, 2π) s.t. J (0) = J (t0) = 0, J
∣∣[0,t0]Qs-Jacobi, J

∣∣[t0,2π] ≡ 0
}

In this case, since Qs does not depend on s ∈ S
1, neither does Us , which then

describes a trivial bundle over S
1. Moreover, let Ws denote a maximal space

of Qs-Jacobi fields J : [0, 2π ] → R
2 such that

J (0) = Rots(J (2π)), 〈Rots(J ′(2π))− J ′(0), J (0)〉 < 0.

Using Equations (1.4’) of [2] it is easy to show thatN′s is isomorphic toU⊕Ws .
In this case, the space Ws can be chosen to be the (1-dimensional) space of
spanned by the Jacobi field with initial conditions

J (0) = ( sin(−s/2), cos(−s/2)
)

J ′(0) = ( cos(−s/2), sin(−s/2)
)
.

In particular Ws forms a non-orientable vector bundle and, since Us is a trivial
vector bundle, N′ 
 U ⊕W is not orientable.
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3 Free loop spaces of cohomology CROSSes

The goal of this section is to prove that for every manifold M with the integral
cohomology ring of a CROSS,

Hi
S1

(�M, M; R) = 0 ∀i ≡ dim M mod 2,

where R = P−1Z is an extension Z where we allow to divide by the primes
in a finite set P . We prove this by first showing it for CROSSes, using the
energy function E : �M → R of their canonical metric as an S

1-equivariant
Morse–Bott function, and then proving the result in general.

Most computations here are certainly not new. The integral homology of
the tangent bundle T 1M and the homology H∗(�M, Z) of CROSSes was
computed by Ziller in [18]. In [8], Hingston used Equivariant Morse theory to
compute the rational, relative, S

1-equivariant cohomology H∗
S1

(�M, M, Q)

for CROSSes. Moreover, the authors were informed by a referee that Schwarz
computed in [12] the rational, S1-equivariant cohomology of �S

n (the article
is in Russian, but an account of this result can be found for example in [13],
Theorem 2).

Since the canonicalmetrics onCROSSes areBessemetrics and all geodesics
have the same period π , the critical energies are ek = 1

2k2π2 for k ≥ 0.
The critical set C0 consists of constant curves, and thus it is homeomorphic

to M . The set C1 consists of all the simple geodesics in M and, for k > 1, the
set Ck = E−1(ek) consists of the k-iterates of the geodesics in C1. Since all
the geodesics of M are closed of the same length, for every k ≥ 1 and every
unit tangent vector v the geodesic cv = exp(ktv), t ∈ [0, 2π ] is a geodesic in
Ck , and the map sending v to cv is a homeomorphism T 1M → Ck .

Let ik denote the index of Ck . For every a ∈ R we let �k ⊆ �M denote

�k = E−1 ([0, ek + ε)) 
 E−1 ([0, ek+1 − ε))

for some ε sufficiently small.
Since the negative bundle of every critical submanifold is orientable, we

have

H∗
S1

(�0;Z) = H∗
S1

(M;Z), (3.1)

H∗
S1

(�k, �k−1;Z) = H∗−ik
S1

(Ck;Z). (3.2)

The action of S
1 on �M reduces to a trivial action on C0, a free action on

C1 and, for k > 1, an almost free action on Ck with ineffective kernel Zk .
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Moreover, if k > 1 then the action of S
1/Zk on Ck becomes free. In particular,

H∗
S1

(C0;Z) = H∗(M × BS
1;Z) (3.3)

H∗
S1

(C1;Z) = H∗(T 1M/S
1;Z) (3.4)

H∗
S1

(Ck;Z) = H∗(T 1M/S
1 × BZk;Z), ∀k > 1. (3.5)

Proposition 3.1 Given M a CROSS, then the group H∗(T 1M/S
1;Z) is iso-

morphic to H∗(N ;Z) where N is given in the following Table:

M S
2m

S
2m+1

CP
m

HP
m CaP

2

N CP
2m−1

S
2m × CP

m
CP

m−1 × CP
m

HP
m−1 × CP

2m+1
S
8 × CP

11

Proof In the Serre spectral sequence of S
n−1→ T 1M → M the only nonzero

differential is the transgression map Z = Hn−1(Sn−1;Z)→ Hn(M;Z) = Z

which is the multiplication by χ(M). It is thus easy to compute the integral
cohomology groups of T 1M (only the nontrivial groups are mentioned):

M = S
n, n even Hq(T 1M;Z) =

{
Z q = 0, 2n − 1
Z2 q = n

M = S
n, n odd Hq(T 1M;Z) = {Z q = 0, n − 1, n, 2n − 1

M = CP
m, n = 2m Hq(T 1M;Z) =

⎧⎨
⎩

Z q = 2 j j = 0, . . . m − 1
q = 2(m + j)+ 1

Zn+1 q = 2m

M = HP
m, n = 4m Hq(T 1M;Z) =

⎧⎨
⎩

Z q = 4 j j = 0, . . . m − 1
q = 4(m + j)+ 3

Zn+1 q = 4m

M = CaP
2, n = 16 Hq(T 1M;Z) =

{
Z q = 0, 8, 23, 31
Z3 q = 16

The result follows by analysing the Gysin sequence of the principal bundle
S
1 → T 1M → (T 1M)/S

1. We show the explicit computations for the case
of M = HP

m .
It is enough to show that for q ≤ dim

(
T 1

HP
m/S

1
)
/2 = 4m − 1, the

cohomology of T 1
HP

m/S
1 is

Hq (T 1
HP

m/S
1;Z) =

{
Z

j+1 q = 4 j, 4 j + 2
0 otherwise
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which coincides with the cohomology of HP
m−1 × CP

2m+1 in that range.
Since T 1

HP
m/S

1 and HP
m × CP

2m+1 have the same dimension and satisfy
Poincaré duality, the isomorphism in cohomology follows for all q.

Recall that, given a principal bundle S
1 → E → B, the Gysin sequence

reads

. . . −→ Hq−1(B;Z)
∪e−→ Hq+1(B;Z) −→ Hq+1(E;Z) −→ . . . (3.6)

where e ∈ H2(B;Z) is the Euler class of the bundle.
For the sake of notation, we will denote E = T 1

HP
m and B = T 1

HP
m/S

1

for the rest of the proof. Notice that for If q ≤ 4m − 1, Hq(E;Z) = 0
unless q = 4 j , and by (5.1) it follows that H4q(B;Z) = H4q+2(B;Z) and
H4q+1(B;Z) = H4q+3(B;Z). In particular, H0(B;Z) = H2(B;Z) = Z.
Again from (5.1), 0 → H1(B;Z) → H1(E;Z) = 0 and therefore
H1(B;Z) = H3(B;Z) = 0, thus proving the claim for q < 4.
Suppose by induction that the claim is true for k < 4 j , for j < m (if it were

j = m we would be done). Again by (5.1) we have

0 = H4 j−1(B;Z)→ H4 j+1(B;Z)→ H4 j+1(E;Z) = 0

and thus H4 j+1(B;Z) = H4 j+3(B;Z) = 0. Moreover,

0→ H4 j−2(B;Z)
∪e→ H4 j (B;Z)→ H4 j (E;Z)→ 0

Since j < m, then H4 j (E;Z) = Z and therefore H4 j (B;Z) =
H4 j−2(B;Z)⊕Z. Since H4 j+2(B;Z) = H4 j (B;Z), this proves the induction
step. ��
Corollary 3.2 Let M be a CROSS of dimension n. The relative equivariant
cohomology H∗

S1
(�M, M;Z) satisfies

{
Hodd

S1
(�M, M;Z) = 0 if n is odd

Hev
S1

(�M, M;Z) = 0 if n is even

Proof It follows from Proposition 3.1 that Hodd(T 1M/S
1;Z) = 0 for all

cases. Recall that for any k > 0, H∗
S1

(Ck;Z) = H∗(T 1M/S
1 × BZk;Z) and

thus, since Hodd(BZk;Z) = 0 as well, it follows that Hodd
S1

(Ck;Z) = 0 for
all k > 0. Moreover, by [17] the index ik is even if and only if n is odd for any
k = 0. By Eq. (3.2), it follows that for every k > 0,

{
Hodd

S1
(�k, �k−1;Z) = 0 if n is odd

Hev
S1

(�k, �k−1;Z) = 0 if n is even
(3.7)
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Using the long exact sequence in cohomology

. . .→ Hq
S1

(�k1, M;Z)→ Hq
S1

(�k2, M;Z)→ Hq+1
S1

(�k1, �k2;Z)→ . . .

for any k1 > k2, we obtain by induction that for every k

{
Hodd

S1
(�k, M;Z) = 0 if n is odd

Heven
S1

(�k, M;Z) = 0 if n is even

Taking the direct limit as k →∞ we obtain the result. ��
Remark 3.3 By the Universal Coefficient Theorem, Corollary 3.2 also holds
with coefficients in R = P−1Z.

3.1 Integral cohomology CROSSes

Let now M be a manifold whose integral cohomology is that of a CROSS. The
goal of this section is to prove the following generalization of Corollary 3.2.

Proposition 3.4 Let M be a compact manifold whose rational cohomology
ring is isomorphic to that of a CROSS M ′. Then there is a ring isomorphism

φ : H∗
S1

(�M, M; R)→ H∗
S1

(�M ′, M ′; R),

where R = P−1Z for a suitably chosen finite collection of primes P .

Proof Since M has the rational cohomology of a CROSS M ′ then it is formal,
i.e. its rational homotopy type only depends on the rational cohomology ring
(cf. for example [1, Cor. 2.7.9]). Therefore there is a space M0 and maps
M → M0← M ′ that induce isomorphisms in rational cohomology. Since the
cohomology groups of M and M ′ are finitely generated, it follows that there
is a finite set of primes P and a space MP (called localisation of M at P)
with maps M → MP ← M ′, which induce isomorphism in cohomology with
coefficients in the localised ring R = P−1Z (cf. for example [9, Cor. 5.4(c)]).
By Corollary 4.4 of [6] there is a homotopy commutative diagram

�M
ϕ

�MP �M ′ϕ′

M
ϕ

MP M ′ϕ′

with horizontal arrows inducing isomorphism in H∗(·; R), where the map
ϕ : [S1, M] → �MP = [S1, MP ] takes a curve c to ϕ ◦ c, and similarly
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for ϕ′. In particular, ϕ and ϕ′ are S
1 equivariant, and therefore they induce

isomorphisms in relative equivariant cohomology

H∗
S1

(�M, M; R)
ϕ∗←− H∗

S1
(�MP , MP; R)

ϕ′∗−→ H∗
S1

(�M ′, M ′; R)

The composition φ = ϕ′∗ ◦ (ϕ∗)−1 is the isomorphism we wanted. ��
Corollary 3.5 Suppose the manifold M is a rational cohomology CROSS of
dimension n. Then there is a finite set P of primes, such that the relative
equivariant cohomology H∗

S1
(�M, M; R), R = P−1Z, satisfies

{
Hodd

S1
(�M, M; R) = 0 if n is odd

Hev
S1

(�M, M; R) = 0 if n is even

Proof Suppose for sake of simplicity that n is odd, the case n even follows
in the same way. By Proposition 3.4, it is enough to check that the the-
orem holds for M a CROSS. In this case, by Corollary 3.2 we have that
Hodd

S1
(�M, M;Z) = 0 and, by the Universal Coefficient Theorem, we have

that Hodd((�M)S1, MS1;Z) is torsion and Heven((�M)S1, MS1;Z) is free.
Therefore, Hom(Hodd((�M)S1, MS1;Z), R) = 0 since R is torsion free, and
Ext(Heven((�M)S1, MS1;Z), R) = 0. Again by the Universal Coefficient
Theorem, Hodd

S1
(�M, M; R) = 0. ��

4 Index gap

Let (M, g) be a Besse manifold. For a geodesic c : S1 → Mn let cq denote
the q-iterate of c. Recall that by Wadsley theorem, there is a number L such
that every prime geodesic has length equal to L/k for some integer k.

Definition 4.1 A closed geodesic c in M is called regular if its length is a
multiple of L . Moreover, a critical set C ⊆ �M for the energy functional is
called regular if it contains regular geodesics.

For every primitive closedgeodesic c there is someq such that cq is regular. It
follows in particular that any regular setC , containing geodesics of length, say,
kL , is homeomorphic to the unit tangent bundle T 1M , via the map T 1M → C
sending (p, v) to c(t) = expp(t kv).

Recall that the index ind(c) of a closed geodesic is the index of the Hessian
of the Energy functional E : �M → R, at c. Along a critical manifold C the
index of the hessian remains constant, so sometimes we will also refer to the
index ind(C). Similarly, the extended index is given by ind0(c) = ind(c) +
null(c), where null(c) is the dimension of the kernel of the Hessian of E at c.
Notice that null(c) equals the number of periodic Jacobi fields along c, which
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equals the dimension of the subspace of V ⊕ V , V = 〈c′(0)〉⊥, fixed by the
Poincaré map of c.

Proposition 4.2 (Index Gap) Let c : S1 → Mn be a geodesic such that cq is
regular. Then, for any l, 0 < l < q:

ind(cq+l) = ind(cq)+ ind(cl)+ (n − 1) (4.1a)

ind0(c
q) = ind0(c

q−l)+ ind(cl)+ (n − 1) (4.1b)

Proof Recall, for example from [2], that the index and extended index of a
geodesic c : [0, 2π ] → M , with Poincaré map P can be computed as

ind(c) = ind�(c)+ (ind+ dim ker)H̃ − dim ker(P − Id)

ind0(c) = ind�(c)+ (ind+ dim ker)H̃

where ind� c is the number of conjugate points of c(0) along c, and H̃ is the
concavity form defined on (P − Id)−1(0⊕ V ) as

H̃(X, Y ) = −ω((P − Id)X, Y ).

As the summand (ind+ dim ker)H̃ −ker(P− Id) only depends on P , we will
call this indP(c).

To prove Eq. (4.1a) it is enough to prove that

ind�(cq+l) = ind�(cq)+ ind�(cl)+ (n − 1)

indP(cl+q) = indP(cq)+ indP(cl).

The first equation holds because for every conjugate point t0 of cq+l , we
have t0 ∈ (0, q), t0 = q, or t0 ∈ (q, q + l). By definition there are exactly
ind�(cq) many conjugate points of the first type. Since every Jacobi field J
with J (0) = 0 also satisfies J (q) = 0, we have in particular that t0 = q
has multiplicity n − 1. Finally, since every Jacobi field is periodic on [0, q], a
Jacobi field J on [0, q+ l] satisfies J (0) = J (t0) = 0 for some t0 ∈ (q, q+ l)
if and only if K (t) = J |[q,q+l](t − q) satisfies K (0) = K (t0 − t) = 0, thus
there are exactly ind�(cl) many conjugate points of the last type.

For the second equation, just notice that since cq has Poincaré map Id, it
follows that indP(cq) = 0, and since cl and cq+l have the same Poincaré map,
it follows that indP(cl) = indP(cq+l).

To prove Eq. (4.1b), we first prove a couple of easy lemmas. ��
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Lemma 4.3 Let L be a Lagrangian subspace of (V ⊕ V, ω) and let K be a
symplectic subspace. Then

dim(L ∩ K⊥)− dim(L ∩ K )+ dim K = dim V .

where K⊥ = {x ∈ V ⊕ V | ω(x, K ) = 0}.
Proof We compute

dim(L ∩ K⊥) = dim(V ⊕ V )− dim(L ∩ K⊥)⊥

= 2 dim(V )− dim(L⊥ + K )

= 2 dim(V )− dim(L⊥)− dim(K )+ dim(L ∩ K )

= dim(V )− dim(K )+ dim(L ∩ K ).

��
Lemma 4.4 Let K = ker(P − Id) ⊆ V ⊕ V , where P ∈ U(n − 1) ⊆
Sp(n − 1, R). Then for any subspace L of V ⊕ V ,

dim(P − Id)−1(L) = dim K + dim(L ∩ K⊥).

Proof Notice first that K is the (generalised) eigenspace of P with eigenvalue
1, and therefore it is a symplectic subspace of V ⊕ V (cf. for example [2], p.
220-222). Because P lies in themaximal compact subgroup ofSp(n−1, R), it

is possible to write P =
(
IdK

P|K⊥
)
. In particular, Im(P − Id) ⊆ K⊥, K⊥

is (P − Id)-invariant, and the restriction (P − Id)|K⊥ is invertible. Therefore

dim(P − Id)−1(L) = dim(P − Id)−1(L ∩ K⊥)

= dim(K )+ dim(P − Id)|−1
K⊥(L ∩ K⊥)

= dim(K )+ dim(L ∩ K⊥).

��
We can now prove Eq. (4.1b). Let P be the Poincaré map of c, so that cl

and cq−l have Poincaré maps Pl and Pq−l , respectively, and Pq = Id. Let
us denote the Lagrangian subspace 0 ⊕ V with L, and the symplectic space
ker(Pl − Id) = ker(Pq−l − Id) with K . By definition, dim K = null(cl) =
null(cq−l).

Since P satisfies Pq = Id, we have indP(cq) = 0, null(cq) = 2(n − 1)
and therefore ind0(cq) = ind�(cq) + 2(n − 1). Equation (4.1b) can be then
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simplified as

ind0(c
q−l)+ ind(cl) = ind�(cq)+ (n − 1)

To prove the equation above it is enough to prove that

ind�(cq−l)+ ind�(cl) = ind�(cq)− μ(q − l)

indP(cq−l)+ indP(cq)+ null(cq−l) = (n − 1)+ μ(q − l)

where μ(q − l) denotes the number multiplicity of q − l as a conjugate point
of c(0).

The first equation holds because for every conjugate point t0 of cq , we have
either have t0 ∈ (0, q− l), t0 = q− l, or t0 ∈ (q− l, q), and by definition there
are exactly ind�(cq−l) many conjugate points of the first type, and ind�(cl)

many conjugate points of the last type.
For the second equation notice that, since the Poincaré maps of cl and

cq−l are inverses of each other, their concavity forms H̃1 and H̃2 (defined
on the same space (Pl − Id)−1(L) = (Pq−l − Id)−1(L)) satisfy the relation
H̃1 = −H̃2. Therefore

(ind+ dim ker)H̃1 + (ind+ dim ker)H̃2=dim(Pl − Id)−1(L)+ dim ker H̃2.

By Lemma 4.4, dim(Pl − Id)−1(L) = dim(K ) + dim(L ∩ K⊥), and the
equation after (1.3) in [2] gives

dim ker H̃2 = dim K + μ(q − l)− dim(L ∩ K ).

Putting these equations together, we compute indP(cq−l) + indP(cq) +
null(cq−l) as

(ind+ dim ker)H̃1 + (ind+ dim ker)H̃2 − null(cl)

= dim(Pl − Id)−1(L)+ dim ker H̃2 − dim K

= μ(q − l)+ dim(K )+ dim(L ∩ K⊥)− dim(L ∩ K )

= μ(q − l)+ (n − 1)

where in the last equality we used Lemma 4.3. Thus Eq. (4.1b) holds. ��
Given a Besse manifold M , let i(M) denote the minimal index of a crit-

ical set for the energy functional in �M . It is easy to see that i(M) is the
lowest degree q such that Hq

S1
(�M, M;Q) 
= 0. In fact, letting e be the

smallest critical energy with index i(M), clearly q = i(M) would be the
lowest degree such that Hq

S1
(�e+ε, M;Q) 
= 0. However, by the index parity

for closed geodesics [17] the index of every critical set has the same parity
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of i(M). In particular, the index any further critical energy ek would either
be = i(M), or it would be ≥ i(M) + 2. In either case, we would have
Hi(M)

S1
(�ek+ε, M;Q) 
= 0 andmoreover thiswould be thefirst nonzero degree.

In the limit, Hi(M)

S1
(�M, M;Q) is the first nonzero homology group.

We thus have the following values for CROSSes:

i(Sn) = n − 1, i(CP
n) = 1, i(HP

n) = 3, i(CaP
2) = 7.

In general, since M is a simply connected rational cohomology CROSS then
by Proposition 3.4 i(M) only depends on the CROSS M is modelled on.

The following is a straightforward consequence of Proposition 4.2.

Corollary 4.5 Given a rational cohomology CROSS M and a geodesic c such
that cq is regular, we have

ind(ck) ≥ ind(cq)+ (n − 1)+ i(M) if k > q (4.2)

ind0(c
k) ≤ ind(cq)+ (n − 1)− i(M) if k < q. (4.3)

Moreover, the inequality in (4.2) (resp. the inequality in (4.3)) is strict unless
k = q + 1 (resp. k = q − 1) and ind(c) = i(M).

5 Perfectness of the energy functional

The goal of this section is to prove Theorem D, that is, that for every simply
connected Besse manifold M , the energy functional E : �M → R is perfect
with respect to the S

1 equivariant, rational cohomology of (�M, M).
In Sect. 5.1 we prove Theorem D in the special case in which all nega-

tive bundles are orientable. As pointed out in Corollary C, this is the case of
spin manifolds, like manifolds with the integral cohomology ring of spheres,
quaternionic projective spaces, or the Cayley plane. Finally, in 5.2 we prove
Theorem D in the general case.

5.1 When the negative bundles are all orientable

Let M be a Besse manifold, and let C1, . . . Ck ⊆ �M be the critical sets of E
containing prime geodesics. For every C ∈ {C1, . . . Ck}, and every q ∈ Z let
Cq denote the critical set consisting of q-iterates of geodesics in C . Clearly,
every critical set of E is of the form Cq for some q ∈ Z and C ∈ {C1, . . . Ck}.

The core result of the section is Proposition 5.4, where we prove that the
rational, S

1-equivariant cohomology of every critical set is concentrated in
even degrees. This fact, together with the index parity result of the index in
[17], will allow us to prove Theorem D by the lacunarity principle.
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Before that, however, we first need to analyse the structure of p-torsion in
the cohomology of the critical sets, for big primes p.

Remark 5.1 For the rest of this section, we will denote by R the localisation
ring R = P−1Z where P is a finite collection of primes such that

• every prime dividing the order of some element in H∗(C;Z) or H∗
S1

(C;Z),
C ∈ {C1, . . . Ck} is contained in P .
• Proposition 3.4 and Corollary 3.5 hold for R = P−1Z.
• For every prime geodesics of length L/k, all the prime divisors of k are
contained in P . Equivalently, for any p /∈ P and any critical set K , the set
K p is also a critical set.

For this to make sense, one must first make sure that there are only
finitely many primes that divide the orders of the elements of H∗(C;Z)

and H∗
S1

(C;Z). However, this is clearly true for H∗(C;Z) because it is
finitely generated and in particular contains finitely many torsion elements.
As for H∗

S1
(C;Z) = H∗(CS1;Z), from the Gysin sequence of the S

1-bundle

C → CS1 we obtain that there is an isomorphism Hi
S1

(C;Z)→ Hi+2
S1

(C;Z)

for any i > dim(C) and therefore the torsion of H∗
S1

(C;Z) is the same as the

torsion of H≤dim(C)

S1
(C;Z), which is finite.

We recall the following basic fact

Lemma 5.2 For any critical energy er with critical manifold Kr , the group
Hi

S1
(�r , �r−1;Z) can contain torsion free elements only in degrees i ∈

{ind(Kr ), . . . , ind0(Kr )}.
Proof This is equivalent to showing that Hi

S1
(�r , �r−1;Q) = 0 for i /∈

{ind(Kr ), . . . , ind0(Kr )}. Recall that Hi
S1

(�r , �r−1;Q)=Hi−ind(Kr )

S1
(Kr ;Q).

Moreover, since S
1 acts almost freely on Kr , the quotient Kr/S

1 is an orbifold
of dimension dim(Kr ) − 1 = null(Kr ), and therefore Hi−ind(Kr )

S1
(Kr ;Q) =

Hi−ind(Kr )(Kr/S
1;Q). This is clearly 0 for i /∈ {0, . . . null(Kr )} and this

proves the result. ��
Proposition 5.3 Let K be a critical set of the energy functional, and let p /∈ P
be a prime. Then:

(1) If K is a critical manifold with Hodd
S1

(K ;Q) = 0, then any critical mani-

fold of the form K q has no p-torsion in Hodd
S1

(K q;Z).

(2) If K is a critical manifold with Hodd
S1

(K ;Q) 
= 0, then H2h+1
S1

(K p;Z)

contains p-torsion for every 2h + 1 ≥ dim(K )− 1.

Proof Recall that for every coefficient ring, H∗
S1

(K q) = H∗(K q
S1

) with

K q
S1

 K ×S1 ES

1
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where S
1 acts on K × ES

1 by z · (x, a) = (zq · x, z · a). We can rewrite this
slightly differently but homotopy equivalent as

K q
S1

 K ×S1 ES

1 × ES
1

with z · (x, a, b) = (zq x, zqa, zb). Since this S
1-action extends naturally to

the free 2-torus action

(z1, z2) · (x, a, b) = (z1x, z1a, z2b), (z1, z2) ∈ T 2 = S
1 × S

1,

we see that K q
S1
= (K × ES

1 × ES
1)/S

1 is an S
1-bundle over KS1 × BS

1 =
(K × ES

1 × ES
1)/T 2.

The Euler class of this bundle ξ : K q
S1
→ KS1 × BS

1 is given by

e = e ⊗ 1− q(1⊗ c) ∈ H2(KS1 × BS
1; R) ⊂ H∗

S1
(K ; R)⊗ H∗(BS

1; R).

where c is the generator of H2(BS
1; R) and e is the Euler class of the bundle

K → KS1 . The Gysin sequence for the bundle K q
S1
→ KS1 × BS

1 reads

H2k+1 (KS1 × BS
1; R
) ξ∗−→ H2k+1 (K q

S1
; R
)

ξ!−→ H2k (KS1 × BS
1; R
)

(5.1)

If H2k+1(K q
S1
; R) had some p-torsion element x , it would lie in the kernel

of ξ! because H∗(KS1 × BS
1; R) does not have any p-torsion by definition

of P . Then it would be x = ξ∗(y) for some y ∈ H2k+1(KS1 × BS
1; R). By

the choice of p, y cannot be p-torsion and thus it must be torsion free, which
implies that Hodd(KS1;Q) 
= 0. This proves the first point.

Suppose now that Hodd
S1

(K ;Q) 
= 0, and let x ∈ H h0(CS1; R), h0 odd, be a
torsion-free element not divisible by p, such that x ∪ e = 0. Such an x exists
because Hodd(KS1;Q) is nonzero and, since the S

1-action on K is almost
free, the cohomological dimension of H∗(KS1;Q) is at most dim(K )−1. The
Gysin sequence of ξ reads

H h0+2m−2 (KS1 × BS
1; R
) ∪e−→ H h0+2m (KS1 × BS

1; R
) ξ∗−→ H h0+2m

(
K p
S1
; R
)

The map ∪e is easily seen to be injective. Combining with the fact that the
primitive element (x ⊗ cm−1) is mapped to p · (x ⊗ cm), we deduce that
p-torsion can be found in the image of ξ∗. ��
Recall from Sect. 1 that we denote by K1, K2, . . . the list of the critical

sets of E of positive energy, in increasing order e1 < e2 < . . .. For every
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k ≥ 0, let ik denote the index of Kk . Moreover, let us define the sublevel sets
�k = E−1([0, ek + ε)) ⊆ �M for some ε > 0 small enough.

Proposition 5.4 For every critical set K of the energy functional, one has
Hodd

S1
(K ;Q) = 0.

Proof We choose a large prime p and consider the ring

S := Z
[{1/q | q prime q 
= p}]

all cohomology groups in this proof will be with respect to coefficients in S.
Equivalently one can work with integral coefficients and ignore all torsion
except for p-torsion.

We argue by contradiction and consider the smallest length l for which the
set C = Ci of geodesics of length l has nontrivial rational cohomology in
some odd degree. We let C1, . . . , Ci−1 be the critical manifolds of smaller
length containing primitive geodesics and Ci+1, . . . , Cm

∼= T 1M the ones of
larger length containing primitive geodesics. Choose ε > 0 such that there are
no closed geodesics of length l ′ ∈ ([l − ε, l + ε]\{l}).

We may assume that p is so large that we can find positive integers u1 < u2
such that p(l − ε) < u1L < pl < u2L < p(l + ε), where L is the common
period of all unit speed geodesics.

Recall that any critical manifold is given by iterating the geodesics in
{C1, . . . Cm}, that is Kh = (C j (h))

l(h). Let r be the index corresponding to
the critical manifold C p

i = Kr . Furthermore let r1 < r and r2 > r denote the
index corresponding to length u1L and u2L , respectively.

By construction Kh does not contain a p-times iterated geodesic if h =
r1, . . . , r−1 or h = r+1, . . . , r2. In the following we denote by [x] the Gauß
bracket of a real number x .
Step 1. Suppose r1 ≤ h ≤ r − 1. Then the inclusion �h → �M induces an
epimorphism Hi

S1
(�M, M)→ Hi

S1
(�h, M) for i ≥ ind(Kr2)+ n − 2.

Let e ∈ H2(�M ×S1 ES
1) denote the Euler class of the S

1-bundle �M →
�M ×S1 ES

1.
We first consider the �r1−1. By the index gap Lemma we have ind0(Kh) ≤

ind(Kr1) + (n − 1), h = 1, . . . , r1 − 1. Hence Hi (�r1−1, M) = 0 for
i ≥ ind(Kr1) + n. Using the Gysin sequence of the S

1-bundle we see
that ∪e : Hi

S1
(�r1−1, M) → Hi+2

S1
(�r1−1, M) is an epimorphism for i ≥

ind(Kr1)+ 2[(n − 1)/2].
Furthermore, for each h < r1 we know that either Hodd(Kh) = 0 or Kh

does not contain a p-iterated geodesic. In either case, by Lemma 5.2 and
Proposition 5.3 one has Hi

S1
(�h, �h−1) = Hi−ind(Kh)

S1
(Kh) = 0 if i ≡ n

mod 2 with i ≥ ind(Kr1)+ 2[(n − 1)/2]. Let i1 = ind(Kr1). From the exact
sequence of the triple (�r1, �r1−1, M) we then obtain, for each i ≡ n + 1
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mod 2, the diagram

Hi+2−i1
S1

(Kr1)→ Hi+2
S1

(�r1, M)
i∗−→ Hi+2

S1
(�r1−1, M)

d−→ 0

↑ ↑ ↑
Hi−i1

S1
(Kr1)→ Hi

S1
(�r1, M)

i∗−→ Hi
S1

(�r1−1, M)
d−→ 0

where the vertical arrows are given by cupping with e and the horizontal
sequences are exact. As explained the last vertical map is an epimorphism for
i ≥ i1 + 2[(n − 1)/2]. Since Kr1 = T 1M is a regular level the first vertical
map is an epimorphism for i ≥ i1+ 2[(n− 1)/2] as well. By the Four Lemma
this implies that the middle map is an epimorphism.

The Index Gap Lemma implies for any critical manifold K j with j > r1
that ind(K j ) ≥ j1 = i1+ 2[(n− 1)/2] + 2. Hence the map H j1(�M, M)→
H j1(�r1, M) is an isomorphism. By the previous discussion we deduce that
H j

S1
(�M, M)→ H j

S1
(�r1, M) is surjective for each j ≥ j1.

Similarly, the natural map H j
S1

(�h, M)→ H j
S1

(�r1, M) is an isomorphism
for j ≥ ind(Kr2) + n − 2 and h = r1, . . . , r − 1, since Kr1+1, . . . , Kr−1 do
not contain p-iterated geodesics. Thus the claim of Step 1 follows.
Step 2. H j

S1
(�r M, M) 
= 0 for all j ≥ ind(Kr2)+ n− 2 with j ≡ n mod 2.

By Proposition 5.3, H j
S1

(Kr ) 
= 0 for all odd j ≥ dim(Kr ). Using the exact
sequence of the triple (�r , �r−1, M)

H j−1
S1

(�r , M)
ι∗−→ H j−1

S1
(�r−1, M)

d−→ H j−ir
S1

(Kr ) −→ H j
S1

(�r , M)→

Themap ι∗ is a factor of H j−1
S1

(�, M)→ H j−1
S1

(�r−1, M), which is surjective
by Step 1, and therefore so is ι∗. Hence the last map in the sequence above is
injective and the result follows.
Step 3. H j

S1
(�r2, M) 
= 0 for all j ≥ ind(Kr2)+ 2[(n− 1)/2]+ 1 with j ≡ n

mod 2.
The critical manifolds Kr+1, . . . , Kr2 do not contain p-iterated geodesics.

By the index gap Lemma H j
S1

(�h, �h−1) = 0 for all j ≥ ind(Kr2)+ 2[(n −
1)/2]+1 and h = r +1, . . . , r2−1. This readily implies H j (�r2−1, M) 
= 0
for all j ≥ ind(Kr2)+ 2[(n− 1)/2] + 1. The critical manifold Kr2

∼= T 1M is
regular and H j

S1
(�r2, �r2−1) = 0 if j ≡ n mod 2 while H j

S1
(�r2, �r2−1) is

torsion free if j ≡ n + 1 mod 2. Clearly the result follows.
Finally, the following step provides a contradiction to Corollary 3.5.

Step 4. H j0
S1

(�M, M) 
= 0 for j0 = ind(Kr2)+ 2[(n − 1)/2] + 1.
By the Index Gap Lemma all indices of critical manifold of energy

> e(Kr2) have indices > j0. Furthermore the relative cohomology groups
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H j0+1(�h, �h−1) are torsion free for h > r2 while H j0
S1

(�r2, M) consists of

nontrivial p-torsion. Thus the map H j0
S1

(�M, M)→ H j0
S1

(�r2, M) is surjec-
tive. ��
Corollary 5.5 Let M be a Besse manifold. Then the energy function E :
�M → R is rationally S

1-equivariantly perfect, relatively to M = �0 ⊆ �M
when all the negative bundles of all the critical sets of E are orientable.

Proof We will prove this for M even dimensional, the other case follows in
the same way. It is enough to prove that for every i , the map

H∗−ind(Ki )

S1
(Ki ;Q) 
 H∗

S1
(�i , �i−1;Q)→ H∗

S1
(�i ;Q)

is injective. We prove this, together with the statement that Hev
S1

(�i , M;Q) =
0, by induction on i .

For i = 0 there is nothing to prove, so suppose that the both statements hold
for i − 1. By the long exact sequence of (�i , �i−1, M) we have

H2m−ind(Ki )

S1
(Ki ;Q)→ H2m

S1
(�i , M;Q)→ H2m

S1
(�i−1, M;Q)→

→ H2m+1−ind(Ki )

S1
(Ki ;Q)→ H2m+1

S1
(�i , M;Q)→ . . .

Since M is even dimensional, ind(K ) is odd, thus H2m−ind(Ki )

S1
(Ki ;Q) = 0 by

Proposition 5.4. Moreover, by the induction hypothesis H2m
S1

(�i−1, M;Q) =
0, which gives

H2m
S1

(�i , M;Q) = 0

0→ H2m+1−ind(Ki )

S1
(Ki ;Q)→ H2m+1

S1
(�i , M;Q),

thus proving the induction step. ��

5.2 The general case

We now remove the assumption that the negative bundles N→ K are all ori-
entable. ByCorollaryC, this can only happen if themanifold M has the integral
cohomology of CP

2n . In particular, M has even dimension, and therefore:
For the rest of the section, we will assume that the manifold M is even

dimensional. In particular, by [17], ind(K ) is odd for every critical set K of
the energy functional.

Let K be a critical manifold with non orientable negative bundle N→ K .
In this case, we denote by δ : K̂ → K the double cover such thatN pulls back
to an orientable bundle N̂ over K̂ . By Theorem B, K̂ can be realized as the
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quotient K̃/H where K̂ is the universal cover of K , and H ⊆ π1(K ) is the
kernel of the homomorphism A∗ : π1(K ) → π1(SO(n − 1)) 
 Z2 induced
by the holonomy map A : K → SO(n − 1). Notice that, given an orbit γ for
the S

1-action on K , A(γ (t)) is constant. Hence, A∗([γ ]) = 1 and therefore
the S

1-action on N→ K lifts to N̂→ K̂ .

Lemma 5.6 Let K , K ′ ⊆ �M be critical sets of the energy functional, such
that K ′ = K q for some q. Then

(1) If N→ K is orientable, then N′ → K ′ is orientable as well.
(2) If N→ K is non-orientable, then N′ → K ′ is orientable if and only if q is

even.
(3) If both N → K and N′ → K ′ are not orientable, the diffeomorphism

f : K → K ′ sending c to cq lifts to a Z2-equivariant diffeomorphism
K̂ → K̂ ′.

Proof The map K → K ′ sending c → cq allows us to identify K and K ′.
To prove 1) and 2), it is enough to observe that when K has holonomy map
A and K ′ = K q then, under the identification K ∼ K ′, the holonomy map
A′ : K ′ → SO(n − 1) equals Aq and in particular A′∗ = q A∗.
To prove 3), it is sufficient to further notice that when N → K and N′ →

K ′ are both non orientable, in particular q is odd, and therefore the map
f∗ : π1(K )→ π1(K ′) sends the kernel of A∗ isomorphically to the kernel of
A′∗. ��
Let K be a critical manifold with non orientable negative bundle, and let K̂

be the 2-fold cover defined above. The Z2-action on K̂ induces a Z2-action on
H∗(K̂ ). Letting g denote the generator of Z2, we define

H∗(K̂ )−Z2 =
{

x ∈ H∗(K̂ ) | g · x = −x
}

Proposition 5.7 Let Ki be a critical manifold for the energy functional, with
non-orientable negative bundle. Then if R is a ring where 2 is invertible, we
have

H∗(�i , �i−1; R) 
 H∗−ind(Ki )(K̂i ; R)−Z2

and the same holds for S
1 equivariant cohomology.

Proof By excision, H∗(�i , �i−1; R) 
 H∗(Ni , ∂Ni ; R). Let η̂ : N̂i → K̂i

denote the lift of η : Ni → Ki . Then (N̂i , ∂N̂i )→ (Ni , ∂Ni ) is a Z2-cover as
well and, since 2 is invertible in R, by [5, Thm. 2.4] it induces an isomorphism

H∗ (Ni , ∂Ni ; R) 
 H∗
(
N̂i , ∂N̂i ; R

)Z2
.
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Moreover, since N̂i is orientable, by the Thom isomorphism there is a class
τ̂ ∈ H ind(Ki )(N̂i , ∂N̂i ; R) such that the map

T : Hk−ind(Ki )(K̂i ; R)→ Hk(N̂i , ∂N̂i ; R), α �→ η̂∗(α) ∪ τ̂

induces an isomorphism of groups for every q > 0. By construction, the Thom
class τ̂ satisfies g · τ̂ = −τ̂ , and thus

g · T (α) = g · (η̂∗(α) ∪ τ̂ )

= (g · η̂∗(α)) ∪ (g · τ̂ )

= −η̂∗(g · α) ∪ τ̂ = −T (g · α)

Therefore, T sends Hq−ind(Ki )(K̂i ; R)−Z2 isomorphically into Hq(N̂i , ∂N̂i ;
R)Z2 . Therefore

Hk(Ni , ∂Ni ; R) 
 Hk(N̂i , ∂N̂i ; R)Z2 
 Hq−ind(Ki )(K̂i ; R)−Z2 .

Because all the maps involved are S
1-equivariant, and all the properties

used hold for S
1-equivariant cohomology as well, the result follows for S

1-
equivariant cohomology as well:

Hk
S1

(Ni , ∂Ni ; R) 
 Hq−ind(Ki )

S1
(K̂i ; R)−Z2 .

��
We are now ready to modify the proof of Theorem D in the previous sec-

tion, in the case of non orientable bundles. This time, since we do not have
the Thom isomorphism at hand, we want to use the relative cohomology
H∗

S1
(�i , �i−1;Q) instead of H∗

S1
(Ki ;Q), and prove by contradiction that it

satisfies
Hev

S1
(�i , �i−1;Q) = 0. (5.2)

Supposing that this is not the case, then among the pairs which do not satisfy
(5.2), we focus on the one whose corresponding critical set C has minimal
energy. Just as in the previous section,we provide the contradiction by showing
show that for some prime p big enough, the pair (�i , �i−1) corresponding
to C p introduces some p-torsion element on Hev

S1
(�M, M; R) which cannot

be removed, contradicting Corollary 3.5 according to which Hev
S1

(�M, M; R)

= 0.
The following is the equivalent of Proposition 5.3.

Proposition 5.8 Let ei be a critical energy with critical manifold Ki , and let
p be a big enough prime. Then:
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(1) If Hev
S1

(�i , �i−1;Q) = 0 then for any critical energy e j with critical set

K j = K q
i , q odd, the group Hev(� j , � j−1; R) contains no p-torsion.

(2) If Hev
S1

(�i , �i−1;Q) 
= 0, then for the critical energy e j with critical

set K j = K p
i , the group H2h(� j , � j−1; R) contains p-torsion for every

2h ≥ ind0(Ki ).

Proof When Ni → Ki is orientable, the result follows directly from Proposi-
tion 5.3 and the Thom isomorphism.

WhenNi → Ki is non-orientable, thenwe can repeat the same constructions
in Proposition 5.3 to the Z2-coverings K̂i , K̂ q

i of Ki and K p
i , and obtain a Z2

equivariant S
1-bundle

ξ̂ : (K̂ q
i )S1 
 K̂i ×S1 BZq → (K̂i )S1 × BS

1. (5.3)

whose Z2-quotient is the bundle ξ defined in Proposition 5.3. The Gysin
sequence of ξ̂ is a Z2-equivariant long exact sequence

H2k+1 ((K̂i )S1 × BS
1; R
)

ξ̂∗−→ H2k+1
S1

(K̂ q; R)
ξ̂!−→ H2k

(
(K̂i )S1×BS

1; R
)

equivalent to (5.1). Arguing in the same way as in Proposition 5.3 and
taking the −Z2-invariant part, we can see that Hodd

S1
(K̂ q

i ; R)−Z2 (which

equals Hev
S1

(� j , � j−1; R)) cannot have p-torsion unless Hodd
S1

(K̂ ;Q)−Z2

(= Hev
S1

(�i , �i−1;Q)) is nonzero.

On the other hand, if Hodd
S1

(K̂i ;Q)−Z2 
= 0 then we can find some torsion-

free element x ∈ Hodd
S1

(K̂i ; R)−Z2 not divisible by p and such that x ∪ ê = 0,

where ê ∈ H2
S1

(K̂i ; R) is the Euler class of K̂i → K̂S1 . Then, again as in

Proposition 5.3, one can prove that for every k > 0, the element ξ̂∗(x ⊗ ck) ∈
Hodd

S1
(K̂ p

i ; R)−Z2 is a non trivial p-torsion element. ��
The new version of Proposition 5.4 is the following:

Proposition 5.9 For every critical energy ei , one has Hev
S1

(�i , �i−1;Q) = 0.

The proof is, for a large part, the same as the one of Proposition 5.4: we
will give a sketch of the proof of Proposition 5.9, by focusing on the parts that
differ from Proposition 5.4.

Proof As in Proposition 5.4, we choose a large prime and consider the
localization S = Z[ 1q | q prime 
= p] as coefficient ring. We argue by contra-
diction and consider the smallest length l in correspondence to which one has
Hev

S1
(�i , �i−1;Q) 
= 0. From Proposition 5.7 and Proposition 5.8, one can

see that the critical manifold Ki has one of the following forms:
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• Ki = C j for some C ∈ {C1, . . . Cm} with N → C orientable and
Hodd

S1
(C;Q) 
= 0.

• Ki = C j for some C ∈ {C1, . . . Cm} with N → C non orientable and
Hodd

S1
(Ĉ;Q)−Z2 
= 0.

• Ki = C2
j for some C ∈ {C1, . . . Cm} with N → C non orientable,

Hodd
S1

(Ĉ;Q)−Z2 = 0 and Hodd
S1

(C;Q) 
= 0.

Consider the set S of critical manifolds K j of the form K j = C , C ∈
{C1, . . . , Cm}, or K j = C2 with N→ C non orientable, and pick an ε small
enough that there are no critical sets in S of length l ′ ∈ [l − ε, l + ε]\{l}. By
choosing p large enough, we can assume that there are integers u1 < u2 such
that p(l − ε) < u1L < pl < u2L < p(l + ε).

Let now Kr denote the critical set (Ki )
p, and Kr1, Kr2 the critical manifolds

of length u1L and u2L , respectively. ByProposition 5.8, it follows that Kh does
not contain p-iterates for h = r1, . . . , r−1 and therefore H2 j

S1
(�h, �h−1) = 0

for every 2 j ≥ ind(Kh) + (n − 1). Using this, the steps of Proposition 5.4
follow identically. ��

6 The proof of the Main Theorem

Let Sn , n > 3, be a topological sphere endowed with a Besse metric, and let L
be the common period of the geodesics.Wewant to prove by contradiction that
all geodesics have the same length L or, equivalently, that the geodesic flow
S
1

� T 1
S

n acts freely. If not, there are critical sets of the energy functional
E : �S

n → R which consist of geodesics of length L/m, m ∈ Z, and they
can be identified with the fixed point set, in T 1

S
n , of the subgroup Zm ⊆ S

1.
Since these sets have even codimension in T 1

S
n , in particular every critical

set of positive energy has odd dimension.
By Proposition 4.2, the critical set C of lowest index consists of geodesics

of length L/m for some integer m and, by the discussion above, it must be

dim C ≤ 2n − 3.

We now divide the discussion into two cases, according to whether n is even
or odd.

If n is even, the integral cohomology and rational S
1-equivariant cohomol-

ogy groups of (�S
n, S

n) are the following

Hq(�S
n, S

n;Z) =

⎧⎪⎪⎨
⎪⎪⎩

Z q = (2k − 1)(n − 1), k ≥ 1
Z q = (2k + 1)(n − 1)+ 1, k ≥ 1
Z2 q = 2k(n − 1)+ 1, k ≥ 1
0 otherwise
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Hq
S1

(�S
n, S

n;Q) =
⎧⎨
⎩

Q q ≥ (n − 1) odd, q 
= 3(n − 1), 5(n − 1), . . .
Q

2 q = 3(n − 1), 5(n − 1), . . .
0 otherwise

By the perfectness of the energy functional, C consists of one component
only, it is the unique critical set with minimal index, and ind(C) = n − 1.
Moreover, the S

1/Zm-action on C is free, otherwise there would be some
closed geodesics c /∈ C such that ck ∈ C for some k. If this were the case,
we claim that this would imply ind(c) ≤ ind(ck) = ind(C), contradicting
the minimality of C . To prove the claim, recall that by Bott iteration formula
(cf. for example [2] Theorem 2.1) for any closed geodesic c there exists a
non-negative function I defined on the unit circle in C, such that

ind(cm) =
∑

zm=1
I (z).

From this formula, it is clear that ind(ck) ≥ ind(c) for every closed geodesic
c and every non-negative integer k.

In particular, O(2)/Zm 
 O(2) acts freely on C .
The quotient (manifold)C/S

1 is embedded in T 1
S

n/S
1, which is a symplec-

tic orbifold (cf. [16]). It is easy to see that the symplectic form on T 1
S

n/S
1

restricts to a symplectic form on C/S
1, and therefore C/S

1 is a symplectic
manifold. In particular,

dim H2q
S1

(C;Q) = dim H2q(C/S
1;Q) ≥ 1 (6.1)

for every 2q ≤ dim(C/S
1). However, by the perfectness of the energy func-

tional in rational equivariant cohomology, for any q ≤ 2n − 3 we have

dim Hq
S1

(C;Q) = dim Hq+(n−1)
S1

(�e+ε, �e−ε;Q)

≤ dim Hq+(n−1)
S1

(�S
n, S

n;Q) =
{
1 q even
0 q odd

(6.2)

From inequalities (6.1) and (6.2) it follows that for any q ≤ dim(C/S
1) =

dim(C)− 1,

Hq
S1

(C;Q) = Hq+(n−1)
S1

(
�e+ε, �e−ε;Q) = Hq+(n−1)

S1

(
�S

n, S
n;Q)

where e = E(C). Again by perfectness of the energy functional, it follows that
every critical set different from C cannot contribute to the rational equivariant
cohomology in degrees ≤ (n − 1)+ dim(C)− 1, and in particular the index
of every critical set different from C must be ≥ (n − 1)+ dim(C).
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The index of the critical sets, however, does not depend on the cohomology
we are using. In particular, if we now switch to regular integral cohomology,
we still have that the only contribution to the cohomology Hq(�S

n, S
n;Z) in

degrees q ≤ (n− 1)+ dim(C)− 1 is given by Hq−(n−1)(C;Z) and therefore

Hq(C;Z) = Hq+(n−1)(�S
n, S

n;Z) ∀q = 0, . . . dim(C)− 1.

In particular, Hq(C;Z) = 0 for every q = 1, . . . m0 = min{dim(C)− 1, n −
1}. For n ≥ 4, we have m0 ≥ 1

2 dim(C)+1 and therefore, by Poincaré duality,
C is an integral cohomology sphere. However, Z2×Z2 ⊆ O(2) acts freely on
C and this contradicts the well-known result, that a finite abelian group acting
freely on an integral cohomology sphere must be cyclic (cf. [5] Theorem 8.1).

If n is odd, the integral cohomology and the rational S
1-equivariant coho-

mology of (�S
n, S

n) are as follows:

Hq (�S
n, S

n;Z) =
{

Z q = k(n − 1) or q = (k + 1)(n − 1)+ 1, k ≥ 1
0 otherwise

Hq
S1

(
�S

n, S
n;Q) =

⎧⎨
⎩

Q q ≥ (n − 1) even, q 
= 2(n − 1), 3(n − 1), . . .
Q

2 q = 2(n − 1), 3(n − 1), . . .
0 otherwise

As in the previous case ind(C) = n − 1, C is the unique critical set with
minimal index, and O(2)/Zm 
 O(2) acts freely on C . Moreover, C/S

1 is a
symplectic manifold and

dim H2q(C/S
1;Q) = dim H2q

S1
(C;Q) ≥ 1 ∀q ≤ 1

2
dim(C/S

1). (6.3)

By the perfectness of the energy functional in rational equivariant cohomology,
for any q ≤ n − 2 we have

dim Hq
S1

(C;Q) = dim Hq+(n−1)
S1

(
�e+ε, �e−ε;Q) (6.4)

≤ dim Hq+(n−1)
S1

(�S
n, S

n;Q) =
{
1 q even
0 q odd

For any q ≤ m0 = min{dim(C/S
1), n − 2} we then have

Hq
S1

(C;Q) = Hq+(n−1)
S1

(
�e+ε, �e−ε;Q) = Hq+(n−1)

S1

(
�S

n, S
n;Q) (6.5)

For n ≥ 3 we have m0 ≥ 1
2 dim(C/S

1) and, by Poincaré duality, we obtain

that H∗(C/S
1;Q) = H∗(CP

dim(C/S
1)/2;Q).
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We claim that dim(C/S
1) ≤ n − 1. If this was not the case, the critical set

C ′ with second lowest index, would have index 2(n − 1). Call e′ its energy. If
dim C ′ = 1, thenC ′ consists of at least twogeodesics, because for any geodesic
γ (t) in C ′, the inverted geodesic γ (−t) belongs to C ′ as well. Therefore
H0

S1
(C ′;Q) = H2(n−1)

S1
(�e′+ε, �e′−ε;Q) would have dimension ≥ 2, hence

by perfectness

2 = dim H2(n−1)
S1

(
�S

n, S
n;Q)

≥ H2(n−1)
S1

(
�e+ε, �e−ε;Q)+ H2(n−1)

S1

(
�e′+ε, �e′−ε;Q

)
≥ 3

which gives a contradiction. If dim C ′/S
1 ≥ 1, the quotient C ′/S

1 would be a
symplectic orbifold just as C and hence it would satisfy

dim H2(C ′/S
1;Q) = dim H2n

S1

(
�e′+ε, �e′−ε;Q

)
≥ 1,

but again by perfectness we would then have

1 = dim H2n
S1

(
�S

n, S
n;Q)

≥ dim H2n
S1

(
�e+ε, �e−ε;Q)+ dim H2n

S1

(
�e′+ε, �e′−ε;Q

)
≥ 2

which would provide a contradiction as well.
Therefore dim(C/S

1) ≤ n−1 and, by (6.5), every other critical set has index
≥ (n − 1)+ dim(C)− 1. Then shifting our attention to integral cohomology,
the only contribution to Hq(�S

n, S
n;Z) in degrees q ≤ (n−1)+dim(C)−1

is given by Hq−(n−1)(C;Z). In particular,

Hq(C;Z) = Hq+(n−1) (�S
n, S

n;Z) =
{

Z q = 0
0 q = 1, . . . dim(C)− 1

For n ≥ 3, this covers more than half of the cohomology of C and therefore
C is an integral cohomology sphere. As in the previous case, the fact that
Z2 ⊕ Z2 ⊆ O(2)/Zm acts freely on C provides a contradiction.

Appendix A. Small subsets of Sp(n − 1, ω)

Let (R2(n−1), ω) be the symplectic vector space, and let Sp(n−1, ω) = {P ∈
GL(2(n − 1), R) | ω(Ax, Ay) = ω(x, y)} be the real symplectic group. In
this appendix we focus on the subspaces of symplectic matrices with real
eigenvalues of higher geometric multiplicity.
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Lemma A.1 Let P ∈ Sp(n − 1, ω) and let λ be a positive real eigenvalue of
P of algebraic multiplicity a.

(a) If λ 
= 1 then up to conjugation with an element of Sp(n−1, ω), the matrix
P can be written as P = diag(λU tr, (λU )−1, R) where U ∈ GL(a, R) is
unipotent, R ∈ Sp(n − a − 1, ω), and U tr denotes the transpose of U.

(b) If λ = 1 then up to conjugation with some element of Sp(n − 1, ω), the
matrix P can be written as P = diag(U, R) where U ∈ Sp(a, ω) is
unipotent and R ∈ Sp(n − a − 1, ω).

Proof By the so-called refined Jordan decomposition, there are commuting
matrices Ps, Pu ∈ Sp(n − 1, ω) such that Ps is diagonalizable over C, Pu is
unipotent, and P = Ps Pu . In particular, Ps has the same eigenvalues of P with
the same algebraic multiplicities.

Let E1 denote the direct sum of the eigenspaces of Ps of eigenvalues λ

and λ−1, and E2 the sum of the other eigenspaces. Since E1 and E2 are
symplectic subspaces (see for example [2]) then, up to conjugation with a
symplectic matrix, we can write Ps = diag(λIda, λ

−1Ida, R1) (if λ 
= 1) or
Ps = diag(Id2a, R1) (if λ = 1) for some R1 ∈ Sp(n − a − 1, ω).
Since Pu commutes with Ps , it can bewritten either as Pu = diag(U tr, U−1,

R2) for some U ∈ GL(a, R) unipotent and R2 ∈ Sp(n− a− 1, ω) (if λ 
= 1),
or Pu = diag(U, R2) for some U ∈ Sp(a, ω) unipotent and R2 ∈ Sp(n−a−
1, ω) (if λ = 1).

Since P = Pu Ps we have proved the lemma. ��
Given an algebraic group G ⊆ GL(N , R), recall that a torus T ⊆ G is

a connected, abelian subgroup whose elements are diagonalizable over C.
Every algebraic group admits at least one torus of maximal dimension, called
maximal torus, which is unique up to conjugation by an element of G, and the
rank of G, denoted rkG, is defined as the dimension of a maximal torus of G.
We will be mostly concerned with G = Sp(N , ω), in which case rkG = N .
The following Lemma is a consequence of well-known results, but we could
not find any reference in the literature.

Lemma A.2 Given an algebraic group G ⊆ GL(N , R), the set Gu of unipo-
tent elements in G is an affine variety of codimension equal to the rank of
G.

Proof The set Gu is invariant under the action of G by conjugation. Fixing B
a Borel (i.e., maximal connected solvable) subgroup of G, let Bu denote the
subset of unipotent elements in B. Every G-orbit meets B at least once by
[4, 11.10], and therefore the map G × Bu → Gu sending (g, A) to g Ag−1
is surjective. The normalizer N (Bu) = {g ∈ G | gBug−1 ⊆ Bu} coincides
with B by a theorem of Chevalley [4, 11.16] and therefore dim Bu + dim G −
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dim B = dim Gu . By [4, 10.6] Bu is normal in B and B/Bu is isomorphic
to a maximal torus, in particular dim B = dim Bu + rkG. With the equation
before, we obtain dim Gu = dim G − rkG. ��

Let Sp1(n − 1, ω) denote the space of symplectic matrices whose positive
real eigenvalues have geometric multiplicity 1. The next result shows that the
complement of Sp1(n − 1, ω) in Sp(n − 1, ω) has codimension at least 3.

Proposition A.3 The set of matrices P ∈ Sp(n− 1, ω) with some eigenvalue
λ ∈ (0, 1] of geometric multiplicity > 1 has codimension≥ 3 in Sp(n−1, ω).

Proof Given λ in (0, 1] letMλ denote the space of matrices in Sp(n − 1, ω)

with eigenvalue λ of geometric multiplicity at least 2. This set can be also
described as

Mλ = {X ∈ Sp(n − 1, ω) | rk(X − λI ) ≤ 2(n − 2)}

from which it follows that Mλ is an algebraic variety, and we can talk about
its dimension. To prove the lemma, it is enough to prove that the codimension
of Mλ is ≥ 4 for λ 
= 1, and ≥ 3 if λ = 1.

We also define Mλ(n1, n2) to be the subspace of matrices P in Mλ such
that the generalised eigenspace with eigenvalue λ can be written as a sum
of two P-invariant subspaces of dimension n1, n2. The set Mλ consists of a
finite union of the Mλ(n1, n2) and it suffices to show that each of them has
the required codimension.

Suppose first that λ 
= 1. Fixing one M = Mλ(n1, n2), let � ⊆ Mλ

denote the subset of matrices P that, in some fixed basis, can be written
as P = diag(P1, R), with P1, R both symplectic, and P1 decomposing fur-
ther as diag(λU tr

1 , (λU1)
−1, λU tr

2 , (λU2)
−1) where U1 ∈ GL(n1, R), U2 ∈

GL(n2, R) have the form

⎛
⎜⎜⎜⎝
1
1 1

. . .
. . .

1 1

⎞
⎟⎟⎟⎠

The setM is preserved under the action ofSp(n−1, ω)on itself by conjugation
and, by Lemma A.1, every orbit meets � in at least one point. Therefore, the
map � × Sp(n − 1, ω) → M is surjective and, letting N (�) = {A ∈
Sp(n − 1, ω) | A� A−1 ⊆ �} denote the normalizer of �, we have

dimM = dimSp(n − 1, ω)+ dim� − dim N (�). (A.1)

123



On the Berger conjecture for manifolds

Clearly amatrix P = diag(P1, R) in� is uniquely determined by R ∈ Sp(n′−
1, ω), n′ = n − n1 − n2, and therefore dim� = dimSp(n′ − 1, ω).

We now compute N (�). Suppose that n1 ≤ n2, and letA ⊆ GL(n1+n2, R)

be the set of matrices such that

Atr =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 · · · an1 0 b1 · · · bn1
. . .

...
...

. . .
...

a1 0 b1
c1 · · · cn1 d1 d2 · · · dn2

. . .
... d1

. . .
...

c1
. . . d2

0 · · · 0 d1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Clearly dimA = 3n1+n2 ≥ 4. For anymatrix A ∈ A and B ∈ Sp(n′−1, ω),
thematrix diag(Atr, A−1, B) lies in N (�). In particular, dim N (�) ≥ dimA+
Sp(n′ − 1, ω) and therefore dimM ≤ dimSp(n− 1, ω)− dimA ≤ Sp(n−
1, ω)− 4.

If λ = 1 then any P ∈Mλ can be written, in a suitable symplectic basis,
as diag(U, R) where U ∈ Sp(n0, ω), for some n0, is unipotent with at least
two linearly independent eigenvectors, and R ∈ Sp(n − n0 − 1, ω). We now
define � to be the set of matrices that, under the same fixed basis, can be
written as diag(U ′, R′) for some R′ ∈ Sp(n′ − 1, ω) and some unipotent
matrix U ′ ∈ Sp(n0, ω). If we let Sp(n0, ω)u denote the set of unipotent
matrices in Sp(n0, ω), we have

dim� = dimSp(n0, ω)u + dimSp(n − n0 − 1, ω).

whereSp(n0, ω)u denote the unipotent matrices inSp(n0, ω). The normalizer
N (�) contains the matrices of the form diag(P1, R′)with P1 ∈ Sp(n0, ω) and
R′ ∈ Sp(n − n0 − 1, ω), thus

dim N (�) ≥ dimSp(n0, ω)+ dimSp(n − n0 − 1, ω).

Once again Sp(n− 1, ω) acts onMλ and by Lemma A.1 every orbit meets
�. In particular,Mλ is contained in the space spanned by the orbits of �, and
dimMλ ≤ dimSp(n − 1, ω) − (dim N (�) − dim�). By the computation
above and Lemma A.2, we have

dimMλ ≤ dimSp(n − 1, ω)− rk Sp(n0, ω)

= dimSp(n − 1, ω)− n0.

The codimension of Mλ is then ≥ 3, unless possibly when n0 = 1 or 2.
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If n0 = 1, then every matrix inMλ can be written, under some basis, as

diag(Id2, R), R ∈ Sp(n − 2, ω) (A.2)

Fixing a basis and letting� denote the space ofmatrices that, in the fixed basis,
can be written as in (A.2), we have that dim� = dimSp(n − 2, ω) and the
normalizer N (�) contains Sp(1, ω)×Sp(n− 2, ω). Therefore, dim N (�)−
dim� ≥ 3. Using Eq. (A.1), we obtain dimMλ ≤ dimSp(n − 1, ω)− 3.

If n0 = 2, then every matrix inMλ can be written, under some basis, as

U = diag(U1, U2) Ui =
(
1
σi 1

)
, σi ∈ {−1, 0, 1}. (A.3)

Fixing a basis and letting� denote the space ofmatrices that, in the fixed basis,
can be written as in (A.3), we have dim� = dimSp(n−3, ω). If for example
σ1 = σ2 = 1 then N (�) contains all the matrices of the form diag(P1, R)

where R ∈ Sp(n − 3, ω) is any matrix, and P1 ∈ Sp(2, ω) has the form

P2 =

⎛
⎜⎜⎝
cos θ a − sin θ b

cos θ − sin θ

sin θ c cos θ d
sin θ cos θ

⎞
⎟⎟⎠ ,

where a, b, c, d satisfy the linear equation (a + b) cos θ = (c − d) sin θ .
Therefore dim N (�) ≥ dimSp(n − 3, ω) + 4 and, by Eq. (A.1), we obtain
dimMλ ≤ dimSp(n−1, ω)−4. The same computations can be checked for
the other values of σ1 and σ2. ��

Let G,G1 denote the subspaces of Sp(n − 1, ω)× R+ given by

G = {(P, λ) ∈ Sp(n − 1, ω)× R+ | dim ker(P − λ Id) ≤ 1}
G1 = {(P, λ) ∈ Sp(n − 1, ω)× R+ | dim ker(P − λ Id) = 1}

Clearly G is open and dense in Sp(n−1, ω)×R+, G1 ⊆ G0 and, by construc-
tion, we have Sp1(n − 1, ω)× R+ ⊆ G.
Proposition A.4 The map

χ : G −→ R

(P, μ) �−→ det(P − μ Id)

is a submersion in a neighbourhood of G1.

123



On the Berger conjecture for manifolds

Proof We are going to prove a stronger statement. In fact, we prove that for
any (S, λ) ∈ G0 we can find a vector v(S,λ) ∈ TSSp(n − 1, ω) such that
d(S,λ)χ(v(S,λ)) > 0.

Let a denote the algebraic multiplicity of λ in S. By Lemma A.1, there
is a symplectic basis such that S can be written as S = diag(S1, S2) where
S1 ∈ Sp(a, ω) only contains the eigenvalues λ, λ−1 and S2 ∈ Sp(n−1−a, ω)

has eigenvalues different from λ and λ−1.
If λ 
= 1 then by LemmaA.1we canwrite S1 = diag(λU tr, (λU )−1), where

λU tr =

⎛
⎜⎜⎜⎝

λ 1

λ
. . .

. . . 1
λ

⎞
⎟⎟⎟⎠ .

If λ > 1 let v = diag(−Ea,1, E1,a) ∈ sp(a, ω) otherwise let v =
(−1)adiag(−Ea,1, E1,a). In either case, let v′ = diag(v, 0) ∈ sp(n − 1, ω)

and v(S,λ) = L S∗v′ ∈ TSSp(n − 1, ω), one can compute

d(S,λ)χ(v(S,λ)) = λ
∣∣λ− λ−1

∣∣a > 0.

If λ = 1, then S1 can be written in the following block form

S1 =
(

U−1
U trT U tr

)

where T is a symmetric matrix, and

U tr =
⎛
⎜⎝
1 · · · 1

. . .
...

1

⎞
⎟⎠ , U−1 =

⎛
⎜⎝

1

−1 . . .

−1 1

⎞
⎟⎠

In order for S1 to have geometric multiplicity 1, it must be (U T )a,a = c 
= 0.
Without loss of generality we can suppose that the sign of c is (−1)a−1. Define

v =
(
0 E1,1

0 0

)
∈ sp(a, ω).
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Letting v′ = diag(v, 0) ∈ sp(n − 1, ω) and v(S,λ) = L S∗v′ ∈ TSSp(n − 1, ω)

we can easily compute that

d(S,λ)χ(v(S,λ)) = (−1)a−1c > 0.

��
From Proposition A.4 we obtain the following stronger, more global result.

Proposition A.5 There exists a vector field V on Sp1(n − 1, ω) such that for
every S ∈ Sp1(n − 1, ω) and every real eigenvalue λ of S, d(S,λ)χ(V ) > 0.

Proof Given S ∈ Sp1(n − 1, ω) and λ ∈ (0, 1] a real eigenvalue of S, let
v(S,λ) ∈ TSSp1(n−1, ω) be the vector constructed in the previous proposition,
so that d(S,λ)χ(v(S,λ)) > 0. It can be easily checked that, at the point (S, λ−1),
the differential of χ is

d(S,λ−1)χ(v(S,λ)) = −λ1−2a(λ− λ−1)a > 0

and moreover for any other eigenvalue μ of S different from λ and λ−1, one
has d(S,μ)χ(v(S,λ)) = 0. In particular, letting vS =∑λ v(S,λ), where the sum is
taken over all the real eigenvalues of S in (0, 1], the vS satisfies

d(S,λ)χ(vS) > 0

for every real eigenvalue λ of S. By continuity, we can find a neighbourhood
US of S and an extension VS of vS such that for every S′ ∈ US and λ′ real
eigenvalue of S′, we have d(S′,λ′)χ(VS) > 0.

The open sets {US}S∈Sp1(n−1,ω) form an open cover of Sp1(n − 1, ω).
Choosing a countable subcover {USi }i with a subordinate partition of unity
{λi }i , the vector field

V =
∑

i

λi VSi

has the required properties. ��
Proposition A.4 implies that G1 is a smooth hypersurface in G. Consider

now the projection π : G0→ R, sending (Q, λ) to λ, and let G0 = π−1(1).

Lemma A.6 The map π : G1→ R is a submersion around G0.

Proof It is enough to find, for every point (Q, 1) ∈ G1, a vector v ∈ T(Q,1)G1
such thatd(Q,1)π(v) 
= 0. Fixing (Q, 1),weknow inparticular that 1 is an eigen-
value of Q and therefore Q can be written, in some basis, as Q = diag(P, R)
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where P ∈ Sp(a, ω), R ∈ Sp(n − 1− a, ω) and moreover

P =
(

U−1 0
U trT U tr

)

with T symmetric and U unipotent such that

U tr =
⎛
⎜⎝
1 · · · 1

. . .
...

1

⎞
⎟⎠ .

For some t small, let

P(t) =
(

e−tU−1 0
etU trT etU tr

)
, Q(t) = diag(P(t), R).

Then the path (Q(t), e−t ) lies in G0 for small t , and π(Q(t), e−t ) = e−t . In
particular, letting

v = d

dt

∣∣∣∣
t=0

(Q(t), e−t )

we obtain d(Q,1)π(v) 
= 0 thus proving the Lemma. ��
The following Corollary is straightforward

Corollary A.7 The subset π−1
(
(0, 1]) ⊆ G1 is a smooth manifold, with

boundary G0.
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