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A B S T R A C T 

Instabilities in relativistic magnetized jets are thought to be deeply connected to their energy dissipation properties and to the 
consequent acceleration of the non-thermal emitting relativistic particles. Instabilities lead to the development of small-scale 
dissipative structures, in which magnetic energy is converted in other forms. In this paper we present three-dimensional numerical 
simulations of the instability evolution in highly magnetized plasma columns, considering different kinds of equilibria. In fact, 
the hoop stresses related to the azimuthal component of magnetic field can be balanced either by the magnetic pressure gradient 
(force-free equilibria, FF) or by the thermal pressure gradient (pressure-balanced equilibria, PB) or by a combination of the 
two. FF equilibria are prone to current-driven instabilities (CDI), while PB equilibria are prone to pressure-driven instabilities 
(PDI). We perform a global linear stability analysis, from which we derive the different instability properties in the two regimes, 
showing that PDI have larger growth rates and are also unstable for high wavenumbers. The numerical simulations of the 
non-linear instability evolution show similar phases of evolution in which the formation of strong current sheets is followed by 

a turbulent quasi-steady state. PDI are ho we ver characterized by a faster evolution, by the formation of smaller scale dissipative 
structures and larger magnetic energy dissipation. 

Key words: MHD – instabilities – magnetic reconnection. 
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 I N T RO D U C T I O N  

he study of current-driven kink instabilities in relativistic jets
as recently gained a lot of attention because of the possible role
n the dissipation of the jet magnetic energy that results in the
nergization of relativistic particles emitting high-energy radiation.
n fact, the evolution of these instabilities may lead to the formation of
econnection layers where particle acceleration can be very efficient,
s shown by particle-in-cell (PIC) simulations (Guo, Sironi &
arayan 2014 ; Sironi & Spitko vsk y 2014 ; Werner & Uzdensky
017 ). Sev eral papers hav e been devoted to the linear analysis
f the instability (see e.g. Bodo et al. 2013 , 2019 ; Kim et al.
017 , 2018 ; Sobacchi, Lyubarsky & Sormani 2017 ) and to its non-
inear evolution (Mizuno et al. 2009 ; Bromberg et al. 2019 ; Bodo
t al. 2022 ) through relativistic magnetohydrodynamic (RMHD)
imulations. RMHD simulations have been also performed in order
o study the properties of the reconnection layers (Kadowaki et al.
021 ; Medina-Torrej ́on et al. 2021 ) and the observational signatures,
sing simplified models for the accelerated emitting particles (Zhang
t al. 2016 ; Bodo, Tavecchio & Sironi 2021 ). Particle acceleration
esulting from the instability evolution has been recently also studied
sing PIC simulations (Davelaar et al. 2020 ). 
Most of these studies have focused on force-free (FF) equilibrium

onfigurations. This was moti v ated by the fact that relativistic jets,
 E-mail: gianluigi.bodo@inaf.it 

c  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
riginating in the proximity of a central compact object (in most cases
 black hole) through an interplay of rotation and magnetic processes
see e.g. Komissarov et al. 2007 ), are predicted to be Poynting
ominated. Ho we ver, at larger distances, the longitudinal component
f magnetic field decays faster than the azimuthal one, and other
orces, like the thermal pressure gradient, may come into play to
etermine the equilibrium jet configuration. In the case of relativistic
ets, only few studies have considered these more general equilibria
see e.g. O’Neill, Beckwith & Begelman 2012 ; Alves, Zrake & Fiuza
018 ; Ortu ̃ no-Mac ́ıas et al. 2022 ). In particular, O’Neill et al. ( 2012 )
erformed RMHD simulations comparing different kinds of equilib-
ia in which either the pressure gradient or rotation act to balance the
oop stresses of the azimuthal magnetic field component. When the
utward pressure gradient contributes to the force balance, in addition
o current-driven instabilities (CDI), also pressure-driven instabil-
ties (PDI) take place (Kruskal & Schwarzschild 1954 ; Kadomt-
ev 1966 ; Freidberg 1982 ; Kersal ́e, Longaretti & Pelletier 2000 ;
ongaretti 2008 ), which belong to the large class of interchange

nstabilities. 
In Bodo et al. ( 2022 ) (hereinafter Paper I ), we examined the

 volution of current-dri ven kink instabilities, comparing se veral
ifferent FF equilibria and focusing on the dissipation properties.
n this paper, we extend that analysis to cases where the pressure
radient contributes to the force balance and to understand, for these
ases, the interplay of current and PDI. As a preliminary step, we
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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lso present the results of a linear analysis for these more general
quilibria. 

The paper is organized as follows: in Section 2 we introduce 
he rele v ant equations and describe the equilibrium configuration; in 
ection 3 we do the linear analysis and present its results; in Section 4
e describe the numerical set-up; in Section 5 we present the results
f the numerical simulations; and, finally, in Section 6 we give a
ummary of our findings. 

 PROBLEM  D ESCRIPTION  

ur aim is to study instabilities in a highly magnetized, relativistic, 
lasma column. The go v erning equations are the equations of
elativistic MHD: 

∂ t ( γρ) + ∇ · ( γρv ) = 0 , 

∂ t 
(
γ 2 w v + E × B 

)+ (1) 

 · (
γ 2 w v v − E E − B B + ( p + u em 

) I 
) = 0 , (2) 

 t 

(
γ 2 w − p + u em 

) + ∇ · (
γ 2 w v + E × B 

) = 0 , (3) 

 t B + ∇ × E = 0 , (4) 

here ρ is the proper density, p is the thermal pressure, w is
he relativistic enthalpy, γ is the Lorentz factor, v , B , and E 

re, respectively, the velocity, magnetic field, and electric field 3- 
ectors, u em 

= ( E 

2 + B 

2 ) / 2 is the electromagnetic energy density,
 is the unit 3 × 3 tensor and the electric field is provided by the
deal condition E + v × B = 0. In addition, we have to specify an
quation of state relating w , ρ, and p , for which we consider an �-
aw with constant � = 5 / 3. As it is shown below and also discussed
n Paper I , the choice of the equation of state has a little impact on
he results. The units are chosen such that the light speed is c = 1
nd the factor 

√ 

4 π has been absorbed in the fields E and B . 

.1 Equilibrium configuration 

e consider an axisymmetric plasma column in the cylindrical 
oordinates ( r, ϕ, z), which is uniform in the azimuthal ϕ and
ongitudinal z coordinates. It has zero velocity, constant density ρ0 , 
nd a radially varying magnetic field consisting of azimuthal, B ϕ , 
nd longitudinal, B z , components, i.e. B = 

(
0 , B ϕ ( r) , B z ( r) 

)
. The 

quilibrium condition in the absence of velocity reads 

d p 

d r 
= − 1 

2 r 2 
d 

d r 

(
r 2 B 

2 
ϕ 

) − 1 

2 

d 

d r 
B 

2 
z . (5) 

Equation ( 5 ) leaves the freedom of choosing the radial profile of
ll the flo w v ariables except one, which is determined by the previous
DE. In this work we will consider the profiles introduced by Bodo

t al. ( 2013 ), where the azimuthal and longitudinal components of
agnetic field are given, respectively, by 

 

2 
ϕ ( r) = B 

2 
0 

a 2 

r 2 

[
1 − exp 

(
− r 4 

a 4 

)]
, (6) 

nd 

 

2 
z ( r) = 

B 

2 
0 P 

2 
c 

a 2 
− (1 − χ ) B 

2 
0 

√ 

π erf 

(
r 2 

a 2 

)
. (7) 

From equation ( 5 ) we can then derive the profile of the thermal
ressure as 

( r) = p a + χ
B 

2 
0 

√ 

π

2 

[
1 − erf 

(
r 2 

a 2 

)]
, (8) 
here B 0 characterizes the strength of the magnetic field, p a is the
alue of the pressure at large radii, erf() is the error function, and a 
s the magnetization radius, i.e. the radius inside which most of the
agnetic energy is concentrated. The abo v e equilibrium depends on

our parameters: the pitch on the central axis defined as 

 c = lim 

r→ 0 

∣∣∣∣ rB z 

B ϕ 

∣∣∣∣ ; (9) 

he average jet cold magnetization, from which we can determine the
alue of B 0 , is defined as 

= 

〈
B 

2 
〉

ρ0 c 2 
, (10) 

here the radially averaged magnetic field magnitude squared 〈 B 

2 〉
s given by 

 B 

2 〉 = 

∫ a 
0 

(
B 

2 
z + B 

2 
ϕ 

)
rd r ∫ a 

0 rd r 
. (11) 

n addition, we have the parameter 

 a = 

p a 

ρ0 c 2 
, (12) 

hich defines the ambient pressure in terms of ρ0 c 
2 , and, finally,

he parameter χ ∈ [0 , 1] that allows us to switch from a pure FF
ase ( χ = 0), in which the magnetic tension associated with the
zimuthal magnetic field component is completely balanced by the 
radient of the magnetic pressure associated with the longitudinal 
eld component, to a pure pressure-balanced (PB) one ( χ = 1),
here the magnetic tension is instead completely balanced by the 

hermal pressure gradient. In the first case, the thermal pressure is
onstant, while in the second case B z is constant. For intermediate
alues of χ , we have hybrid equilibrium configurations. The PB 

quilibrium is referred to as Z-pinch in the plasma physics literature,
hile the others are known as screw-pinch. In the following text, we
ill use the magnetization radius a as the unit of length (henceforth
utting a = 1), the initial uniform density ρ0 as the unit of density,
nd, as mentioned abo v e, the speed of light c as the unit of velocity.
s a result, the unit of time is the light-crossing time o v er the
agnetization radius, a/c, the unit of the magnetic field is 

√ 

ρ0 c,
nd the unit of pressure is ρ0 c 

2 . 
It follows from equation ( 7 ) that for a given χ , there is a minimum

alue of P c for which an equilibrium solution is still possible: 

 

2 
c,min = ( 1 − χ ) 

√ 

π, (13) 

hile for pitch v alues lo wer than this, B 

2 
z becomes ne gativ e and

ence the equilibrium cannot exist. In the simulations, we consider 
hree dif ferent v alues of χ , namely χ = 0 , 0 . 6 , 1, with P c = P c,min 

eing equal to 1 . 33 , 0 . 84 , 0 (for a = 1), respectively. In Fig. 1
e show, for these three cases with the same cold magnetization 
= 10, the radial profiles of the two magnetic field components, the

itch and thermal pressure. The green and blue curves correspond 
o the limiting cases FF ( χ = 0) and PB ( χ = 1), while the red
urve represents the intermediate case ( χ = 0 . 6). In the FF case,
he pressure is constant p a , while in the PB case B z = 0. In the
ntermediate case the equilibrium is maintained by a combination of 
he gradients of thermal and magnetic pressure. 

 LI NEAR  ANALYSI S  

efore analysing the simulation results, it is insightful to perform a
inear stability analysis of the system. Linear analyses of plasma col-
mn configurations in which PDI are present have been performed, 
MNRAS 532, 4810–4825 (2024) 
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Figure 1. Plots of the initial radial profiles of the longitudinal component of the magnetic field B z (top left panel), of the azimuthal component B ϕ (top right), 
of the pitch (bottom left), and of the thermal pressure p (bottom right). The green, red, and blue curves refer, respectively, to the FF, CHI06, and PB equilibria. 
In the PB case, B z = 0 and P c = 0, so blue curves are absent in the left top and bottom panels. 
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n a local approximation, in the relativistic case by Begelman ( 1998 )
or a static configuration and by Nalew ajk o & Begelman ( 2012 ) in
he presence of a longitudinal velocity shear. More recently Das &
egelman ( 2019 ) performed a global analysis for a non-relativistic
onfiguration. Here we present a global analysis in the relativistic
egime. 

We consider small perturbations ρ1 , p 1 , v 1 , B 1 to the equilibrium
tate defined by equations ( 6 )–( 8 ) and linearize the system ( 1 )–( 4 )
ssuming the perturbations to be of the modal form ∝ exp ( iωt −
 mϕ − i kz), where ω is the complex frequency and m and k are,
espectively, the azimuthal and longitudinal wavenumbers. After
engthy algebraic manipulations, we arrive at a system of two first-
rder ordinary differential equations in the radial coordinate for the
adial displacement ξ1 r = −iv 1 r /ω and the perturbed total pressure
 1 = B · B 1 + p 1 , which can then be written as 

d ξ1 r 

d r 
= A 11 ξ1 r + A 12 � 1 , (14) 

d � 1 

d r 
= A 21 ξ1 r + A 22 � 1 , (15) 

here the coefficients A 11 , A 12 , A 21 , and A 22 are given in Ap-
endix A. These two equations, supplemented with appropriate
oundary conditions near the jet axis r = 0 and at large radii r → ∞
derived in Appendices B and C), represent an eigenvalue problem
or ω. In the absence of mean velocity, ω 

2 is a real number and hence
 can be purely real or imaginary, in the last case there is instability.
Following Bodo et al. ( 2013 ), the eigenvalue problem is solved by
eans of a shooting method, using the complex secant method for
nding the root ω 

2 . At r = 0, which is a singular point of equations
 14 ) and ( 15 ), we impose a regularity condition, while at infinity the
olutions have the form of radially outward propagating waves that
radually decay with radius. In particular, at r = 0, we begin the
ntegration at a small distance from the origin where the solution is
NRAS 532, 4810–4825 (2024) 
btained through a series expansion of the equations, as described
n Appendix B. Similarly, we start a backward integration from a
ufficiently large radius, where the asymptotic solution is obtained
s described in Appendix C and then we match the two numerical
olutions at an intermediate radius. 

This system can have two instability drivers (see e.g. Begelman
998 ; Boyd & Sanderson 2003 ; Das & Begelman 2019 ): the current
arallel to the magnetic field, which leads to CDI, and the pressure
radient, which leads to PDI. The relative importance of these
wo drivers depends on the parameter χ . In addition, while for
DI primarily the m = 1 kink mode is dominant, for PDI, the
xisymmetric m = 0 mode can be also rele v ant and comparable to
he m = 1 mode (Be gelman 1998 ; Das & Be gelman 2019 ). 

Fig. 2 shows the behaviour of the growth rate of the m = 0 (left
anel) and m = 1 (right panel) modes as a function of the longitudinal
avenumber k. In each panel the different curves refer to different
alues of χ . Note that for each χ we choose the minimum possible
alue of P c from equation ( 13 ). It is seen in this figure that when
= 1 (i.e. P c = 0), the growth rate first increases as a function of k 

nd then reaches an almost constant value (plateau). In this case, there
s only PDI and the values of the growth rate are similar for m = 0
nd m = 1. As χ is lo wered, the gro wth rate and the limiting v alue
f k abo v e which there is stability gradually decrease. This decrease
s more pronounced for the m = 0 mode, since, for this mode, the
tabilizing effect of the longitudinal field B z is more effective (see e.g.
e gelman 1998 ). F or m = 0, there is a minimum value of χ ∼ 0 . 5
elow which the mode is stable. By contrast, the m = 1 mode is
nstable for any value of χ and, in particular, for χ = 0 it becomes
 pure CDI. 

Fig. 3 shows the behaviour of the growth rate as a function of
 for those three cases for which we performed the simulations.
rom top to bottom, the three panels report the growth rates for
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Figure 2. Growth rate, −Im ( ω), as a function of the longitudinal wavenumber k for different values of χ ∈ [0 , 1] for axisymmetric m = 0 (left) and non- 
axisymmetric m = 1 kink (right) modes. With increasing χ , a pure CDI at χ = 0 gradually transforms into PDI at χ = 1. 

Figure 3. Plot of the growth rate of m = 0 (blue curves) and m = 1 (black 
curves) modes as a function of k in the FF ( χ = 0, top), CHI06 ( χ = 0 . 6, 
middle), and PB ( χ = 1, bottom) cases. The m = 0 mode is stable in the FF 
case (hence not shown), whereas it has a similar growth rate as the m = 1 
mode in the PB case. 
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= 0 , 0 . 6 , 1, respectively, at the chosen corresponding minimum
itch P c = 1 . 33 , 0 . 84 , 0. The blue curve corresponds to m = 0,
nd the black curve to m = 1. As we expect from the results
iscussed abo v e, in the top panel at χ = 0, the blue curve is absent,
ince the m = 0 mode is stable in the FF case. With increasing
, the maximum growth rate increases and mo v es towards larger
avelengths, with the m = 0 mode also becoming more prominent.
or χ = 0 . 6, the m = 1 mode is still dominant and the maximum
rowth rate occurs at k ∼ 2 − 3. For χ = 1, both modes have
imilar growth rates which become almost constant for large values 
f k. 
Finally, for a comparison with previous related linear stability 

nalyses of jet columns, we note that the dependence of the growth
ate on the longitudinal wavenumber k for the PB case (with B z = 0)
btained in our global analysis, as shown in Figs 2 and 3 , is in good
greement with that given by the radially local dispersion relation of
DI in the presence of a dominant azimuthal magnetic field derived in 
egelman ( 1998 ) (see also Das & Begelman 2019 ). In both cases, the
rowth rate exhibits a similar behaviour: (1) monotonically increases 
ith k at small and intermediate values and forms a plateau at high k,
here it reaches a maximum, and (2) this maximum growth rate at the
lateau is nearly independent of m , which is a typical feature of PDI,
ontrary to CDI which is more sensitive to m . Das & Begelman ( 2019 )
lso performed global linear analysis of PDI, ho we ver, for a set-up
ifferent from ours – a cylindrical annulus with rigid/impenetrable 
oundary conditions – that likely resulted in the high- k cut-off 
f the PDI growth rate and hence stability at high k, similar to
hat in our CHI06 case, instead of the plateau observed in our PB
ase. 

 N U M E R I C A L  SET-UP  

ll the simulations were performed on a Cartesian domain with 
oordinates (in unit of a) in the range x ∈ [ −50 , 50], y ∈ [ −50 , 50],
 ∈ [0 , 17] and resolution N x × N y × N z is 768 × 768 × 264, except
or one run (PB1) with a lower resolution 384 × 384 × 132. We
dopted a uniform grid in the central region x, y ∈ [ −13 , 13] and
 ∈ [0 , 17], while a geometrically stretched grid was used in the
emaining regions. The length of the domain in the z-direction, L z =
7, is chosen to be approximately twice the wavelength λm 

= 2 π/k m 

f the CDI mode with the maximum growth rate in the FF case,
hich has the smallest wavenumber k m 

≈ 0 . 7 compared to the most
nstable wavenumbers in the CHI06 and PB cases, as seen in Fig. 3 .
MNRAS 532, 4810–4825 (2024) 
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Table 1. List of the simulations with the respective parameter. The first column is the name 
of the simulation, the second column is the value of χ , the third is the value of P c , the fourth 
is the value of magnetization σ , the fifth is the final time of the simulations, the sixth column 
is the numerical resolution in the computational box, and, finally, the seventh column specifies 
the equation of state used. 

Simulation χ P c σ t stop N x × N y × N z Eq. state 

PB 1 0 10 125 768 × 768 × 264 �-law 

PB1 1 0 10 125 384 × 384 × 132 �-law 

PB2 1 0 10 125 768 × 768 × 264 Taub–Matthews 
CHI06 0.6 0.842 10 250 768 × 768 × 264 �-law 

FF 0 1.333 10 550 768 × 768 × 264 �-law 
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As done in Paper I , initially at t = 0 the equilibrium configuration
s perturbed with a small radial velocity of the form 

 r = εr exp 
(−r 4 

) N ∑ 

n = 1 

sin 

(
2 πnz 

L z 

+ φn 

)
, (16) 

here ε is an amplitude, chosen as ε = 0 . 01, N is the number of
odes with different longitudinal wavenumbers, chosen as N = 25,

nd φn are random phases. 
We consider three different cases corresponding to three different

alues of χ , namely χ = 0 (FF, this case has already been presented
n Paper I ), χ = 0 . 6 (CHI06, hybrid, or mixed case), and χ = 1
PB). In the three cases, we have different values of P c , which, in
ach case, is set equal to the corresponding P c,min , implying B z → 0
t large r → ∞ . In all the cases, we employ the same magnetization
arameter σ = 10, which, as defined abo v e, represents the cold
agnetization. If we consider the hot magnetization 

h = 

〈
B 

2 
〉

〈 w〉 , (17) 

ts corresponding values will be different for the different cases, more
recisely, σh ≈ 1 . 667 for the PB case, σh ≈ 2 . 5 for the CHI06 case,
nd σh ≈ 10 for the FF case. These differences can be equi v alently
xpressed in terms of the standard plasma β parameter 

= 

2 〈 p〉 
〈 B 

2 〉 , (18) 

hich is thus equal to β ≈ 0 . 38 for the PB case, β ≈ 0 . 23 for the
HI06 case, and β ≈ 0 . 01 for the FF case. We also performed two
dditional simulations: the abo v e-mentioned PB1 case that has half
he resolution of the reference case PB and the PB2 case that uses
he Taub–Matthews equation of state (Mignone, Plewa & Bodo
005 ), which is an approximation of the exact Synge equation of
tate. Table 1 summarizes all the simulations performed with the
orresponding parameter values. 

To better keep track of the magnetized column evolution, we
ugment the RMHD system of equations with the evolution of a
assive tracer f , 

∂ ( γρf ) 

∂ t 
+ ∇ · ( γρf v ) = 0 . (19) 

he passive tracer serves as a coloured fluid, allowing us to better
tudy the mixing between the magnetized column and the external
edium. At t = 0, we set f to 1 inside the magnetization radius and

o 0 outside. During the evolution, f will take values between 0 and
 as a result of the mixing process. 
The simulations were performed with the PLUTO code (Mignone

t al. 2007 ), using a parabolic reconstruction, HLL Riemann solver,
nd a constrained transport method (Balsara & Spicer 1999 ; Lon-
rillo & del Zanna 2004 ) to keep the ∇ · B = 0 condition under
NRAS 532, 4810–4825 (2024) 
ontrol. The boundary conditions for all the simulations are standard
utflow conditions in the x and y directions and periodic in the z
irection. 

 RESULTS  

.1 Instability evolution 

n Fig. 4 we show the instability evolution for the considered
hree cases by displaying the 3D composite views of the jet at
hree different times. Each panel shows an isosurface of the tracer
istribution (light blue), a two-dimensional section of the density
istribution in the x − z plane, and a set of representative magnetic
eld lines. Each column refers to a different case: left column to the
B, the middle column to the hybrid CHI06, and the right column

o the FF cases, while each row to a different time. As discussed
n Paper I , the instability evolution proceeds in two phases: first the
elicoidal perturbations grow and saturate, leading to the formation
f strong current sheets (see also the left panels of Fig. 7 ), where
he magnetic energy is dissipated, corresponding to a peak in the
nergy dissipation rate (see also Fig. 8 ). Afterwards, quasi-steady
urbulence sets in and the current sheets become more fragmented
nd irregular (see the right panels of Fig. 7 ), continuing to dissipate
agnetic energy, but at a smaller rate. In each row of Fig. 4 ,

he snapshot times for the instability structures from the different
imulations are not the same but chosen such that they correspond
o similar key phases of the instability evolution. Specifically, in
he top row the time is chosen to be close to the maximum (peak)
f the dissipation, in the middle row the time is chosen at the
nd of the peak and beginning of the turbulent phase, and in the
ottom row the time is taken during the fully developed turbulent
hase. 
The instabilities that arise in the FF and PB equilibria have

 different physical origin – current-driven for the first one and
ressure-driven for the second one. As discussed in Section 3 , this
s reflected in the different properties of these instabilities, like the
aximum growth rate and the corresponding dominant wavelength.
ur linear analysis has shown that the dominant PDI modes have

horter wavelengths and larger growth rates than the dominant
DI mode . For PDI, also the m = 0 mode is unstable and has a
rowth rate comparable to that of the m = 1 mode. Specifically,
t is seen from Fig. 3 that, in the PB case, the growth rates for
he m = 0 and m = 1 modes are comparable and almost constant
or k � 10; in the CHI06 case, the m = 1 mode is dominant and
he growth rate has a flat maximum o v er the range 1 � k � 3 (but
till somewhat higher at k ≈ 1 . 1), and, finally, in the FF case, the
 = 0 mode is stable and the growth rate of the m = 1 mode has
 peak for k ≈ 0 . 7. These results from the linear analysis are in
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Figure 4. Evolution of the instability from the linear growth to non-linear saturation and turbulence. In each panel, we display a three-dimensional isocontour 
of the tracer distribution (in light blue) with representative magnetic field lines in red and a cut of the density distribution in the x − z plane at y = 0. For all the 
simulations the limits of the displayed box are −12 ≤ x, y ≤ 12 and 0 ≤ z ≤ 10. The left column displays the evolution for the PB case, the middle one for the 
hybrid CHI06 case, and the right one for the FF case. Snapshots in each row represent a specific stage of the evolution: maximum of the dissipation (top row), 
end of the peak and beginning of the turbulent phase (middle row), and the final, fully turbulent phase (bottom row). Each stage depicted in a gi ven ro w occurs, 
ho we ver, at different times in these three cases due to the differences in the corresponding instability growth rates. 
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Table 2. Summary of the tracer f values for each image in Fig. 4 . Note that 
due to the different mixing ratios for each case, the displayed value of the 
tracer is case-dependent. 
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act confirmed by the simulations: in the first row of Fig. 4 we
ee that the dominant wavelength of the instability increases as 
e mo v e from the PB to FF cases. Indeed, in the PB case, we
bserve a superposition of short-wavelength modes, whereas in the 
HI06 and FF cases, we observe the larger helicoidal deformations 
ith m = 1 and clearly noticeable longitudinal wavelengths about 
= L z / 3 and λ = L z / 2, respectiv ely. These wav elengths in fact

orrespond to the wavenumbers k m 

≈ 1 . 1 and k m 

≈ 0 . 7 of the
ighest growth rate in the CHI06 and FF cases, respectively, as
btained from the abo v e linear analysis (Fig. 3 ). Therefore, we can
ssociate the structures seen in Fig. 4 for the CHI06 and FF cases
ith the dominant most unstable modes (this comparison between 

he linear analysis and simulation results is further addressed in 
ppendix D). 
As the instability develops into the non-linear regime, the size 

f spatial structures tend to increase as it is shown by the middle
nd bottom panels of Fig. 4 . By comparing the times of each
napshot, it is evident that the instability growth rate and the 
orresponding evolution are much faster in the PB case than those 
n the FF one. At later times, the contours of the passive tracer f 
ecome more corrugated and the magnetic field lines more aligned 
o the helicoidal shape of the tracer contours. The progressively 
orrugating shapes of the isocontour surfaces indicate that a mixing 
rocess is going on between the magnetized column and the ambient 
edium, which proceeds with different intensity in these three 

ases. This is seen in Table 2 , giving the values of the tracer
socontours at three stages of the evolution illustrated in Fig. 4 ;
ote how these values are different in the PB, CHI06, and FF
ases. 

A more quantitative measure of the mixing process is presented 
n Fig. 5 , showing the fraction M f ( t) /M f (0) as a function of time,
here M f is the total mass for the tracer f larger than a given

hreshold f th , 

 f ( t, f > f th ) = 

∫ 

f >f th 

γρf d V , (20) 

or two different values of the threshold, f th = 0 . 1 (in black) and
 th = 0 . 5 (in green), for all the three cases: FF (solid line), CHI06
dashed line), and PB (dot–dashed line). 

As the evolution proceeds, the tracer acquires values between 
 and 1 as a result of the mixing between the column and its
nvironment. The value of the tracer in a given cell indicates the
MNRAS 532, 4810–4825 (2024) 
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M

Figure 5. Plot of the tracer mass fraction for f > f th . Here we consider two 
different thresholds for the tracer variable, f th = 0 . 1 (black) and f th = 0 . 5 
(green). The solid line refers to the FF case, the dashed one to the CHI06 
case, and the dot–dashed line to the PB case. 
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with half the resolution (dashed curve) and the simulation PB2 that uses the 
Taub–Matthews equation of state (dash–dotted curve). 
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ercentage of the material that originally was inside the magnetized
olumn. In the initial phases, the sharp transition at the jet interface
s smoothed out by numerical diffusion and this leads to the initial
low decrease of M f observed mainly for the CHIO6 and FF
ases. The decrease is more pronounced for the higher value of
he threshold ( f th = 0 . 5). At later times, the instability evolution
eads to the development of turbulence and hence to a faster
urbulent mixing, resulting in the steeper decrease of M f seen in
his figure. In the PB case, the evolution is very fast, so that the
arly exponential growth phase of the instability cannot be captured
nd already at t ∼ 100 the initial jet column has been dispersed
n the ambient medium. The more efficient mixing in the PB case
an be related to the growth of short-wavelength modes due to PDI
Fig. 3 ). 

The evolution of the instability leads to the energy conversion
etween electromagnetic, kinetic, and thermal energies, in particular,
e observe the formation of dissipative structures in which the
agnetic energy is converted mainly into thermal energy. To study

his quantitatively, we split the total energy into three parts: 

 tot = E k + E th + E em 

, (21) 

here 

E k = ργ ( γ − 1) , E th = γ 2 ( w − ρ) − p, and 

E em 

= 

1 

2 
( B 

2 + E 

2 ) 

re, respectively, the kinetic, thermal, and electromagnetic energy
ensities. In Fig. 6 we plot the quantities �E k , �E th , and �E em 

s a function of time, which represent, respectively, the integrals of
 k , E th , and E em 

o v er the computational domain, subtracted their
orresponding initial values at t = 0, and normalized by the initial
otal electromagnetic energy E em,j within the bulk (i.e. for r ≤ a)
f the jet column. The three panels refer to the evolution of these
uantities in the PB, CHI06, and FF cases. 
We can observe that the electromagnetic energy decreases and

s being converted mainly into thermal energy and, to a smaller
raction, into kinetic energy. After an initial readjustment phase, in
hich the kinetic energy may grow faster than the thermal energy

CHI06 and FF cases) and the thermal energy may even decrease
CHI06 case), the dissipation reaches a peak and then continues
t a smaller rate in the subsequent turbulent phase. This energy
NRAS 532, 4810–4825 (2024) 
onversion process is most efficient in the PB case where, at t = 130,
e observe the conversion of about ∼ 3 . 5 E em,j of electromagnetic

nergy into 70 per cent of thermal and 30 per cent of kinetic energies.
oth the efficiency of electromagnetic energy conversion and the
ercentage that goes into kinetic energy decrease as we mo v e towards
he FF case. Specifically, in the CHI06 case, at t ∼ 250, we have a
onversion of ∼ 2 E em,j of electromagnetic energy into 75 per cent
f thermal and 25 per cent of kinetic energies and, finally, in the
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Figure 7. Two-dimensional sections of the current density distribution in the y − z plane at x = 0 for all the cases, at two different times. The top row refers 
to the PB case, the middle row to the CHI06 case, and the bottom row to the FF case. The panels on the left correspond to a time around the dissipation peak 
and are, respectively, at t = 11 . 6 for the PB case, t = 70 for the CHI06 case, and t = 80 for the FF case. The panels on the right correspond to a time when the 
quasi-steady turbulent phase has already developed and are, respectively, t = 90 for the PB case, t = 225 for the CHI06 case, and t = 250 for the FF case. 

Figure 8. Evolution of the integral of j 2 in the current sheet regions in the PB (left), hybrid CHI06 (middle), and FF (right) cases. 
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F case, at t ∼ 500, we hav e a conv ersion of about ∼ 1 . 5 E em,j of
lectromagnetic energy into 87 per cent of thermal and 13 per cent
f kinetic energies. 
For the PB case we also show the results for the two additional

imulations PB1 and PB2 (Table 1 ) in Fig. 6 that have been performed
n order to inv estigate, respectiv ely, the dependence of �E k , �E th ,
nd �E em 

on the resolution (dashed curve) and on the equation of
tate (dash–dotted curve). It is evident that the differences in the 
volution of these quantities both for PB1 and PB2 cases with the
eference case PB are very small. First of all, this evolution in the
B2 case shows that the choice of the equation of state has a little

mpact on the results (see also Paper I ). As for the dependence on the
esolution, different quantities behave differently with resolution, 
s we already showed in Paper I for the FF case. Comparing the
volution in the PB and lower resolution PB1 cases shown together 
n the top panel of Fig. 6 , we conclude that the convergence is
eached for all three quantities plotted in this figure and hence the
mount of dissipated energy. By contrast, other quantities, such as 
he strength of currents within the current sheets, keep increasing 
ith resolution, as sho wn belo w. Ho we ver, this is compensated by
 reduction of the volume (mostly thickness perpendicular to its 
urface) of current sheets as the resolution is increased, so that
he total amount of dissipated energy (abo v e a certain threshold)
oes not depend on the resolution, as also shown in Paper I for FF
ase. 

.2 Current sheets 

he instability evolution leads to dissipation of electromagnetic 
nergy, which is primarily localized in current sheets. The formation 
nd evolution of the current sheets are demonstrated in Fig. 7 ,
howing the y − z section of the current density distribution for
ll the three PB, CHI06, and FF cases at two different times. The
anels on the left correspond to the time at which dissipation reaches
 peak (see also Fig. 8 ), while the panels on the right refer to the
urbulent quasi-steady state. Note that in the PB case, smaller and
tronger current sheets form in the early phases than those in the
HI06 and FF cases due to the small-scale nature of PDI, while at
MNRAS 532, 4810–4825 (2024) 
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Figure 9. Histograms of the volume fraction of current sheets as a function 
of j for three different times: around the dissipation peak (black), at the end 
of the peak (green), and in the final quasi-steady saturated turbulent phase 
(red). The top panel refers to the PB case (the dashed curves are for the low 

resolution PB1 case), the middle panel to the CHI06 case, and the bottom 

panel to the FF case. 

n  

e  

w  

w  

t  

c  

i  

t  

t  

m  

f  

v  

t  

r  

h  

c

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/532/4/4810/7724398 by guest on 07 August 2024
ater times, in the turbulent phase, similar disordered smaller scale
urrent sheet structures are observed in all three cases. 

To analyse the properties of the current sheets, we should first
dentify them. To this end, we follow the same approach already
sed in Paper I , defining the local steepness parameter 

 = 

jδ

B 

, (22) 

here j and B are, respectively, the magnitudes of the current density
nd the magnetic field, while δ is the cell size. s represents a measure
f the steepness of magnetic field gradients; the larger the s is,
he smaller is the number of grid points that locally resolve the

agnetic field gradients. We then identify as cells belonging to a
urrent sheet those cells that are characterized by a value of s larger
han a given threshold, s > s th . Based on the results of Paper I , we
hoose s th = 0 . 2 (a different choice of this threshold may change the
esults only quantitatively but not qualitatively). We also remark that
he current density is computed as j = ∇ × B , neglecting all the
elativistic corrections, since the velocities are mildly relativistic. 

We can now examine in a more quantitative way the properties of
he current sheets. In Fig. 8 we show the temporal behaviour of j 2 

nte grated o v er the current sheet re gions, specifically ∫ 

V 

αj 2 d V , α = 

{
1 , s ≥ s th 
0 , otherwise . 

(23) 

he three panels refer to the three different cases. If an explicit
esistive term was present in the equations, then the energy density
issipation rate would be given by ηj 2 , where η is the plasma
esistivity . Although our model considers an ideal plasma, we can
till take j 2 as a proxy of the energy dissipation rate and therefore
he plots in Fig. 8 can give an estimate of the temporal behaviour of
he dissipation rate (see Paper I and Makwana et al. 2015 , for a more
etailed discussion of the use of j 2 as a proxy for the dissipation
ate in an ideal simulation). It is seen in this figure that in all three
ases the dissipation rate reaches a high peak due to strong current
heets, which are of smaller scale in PB case, but of larger scale in the
HI06 and FF cases (left panels of Fig. 7 ), and then decreases more

lowly. This peak is much stronger for the PB case and decreases
owards the FF case. Eventually the flow settles down into a quasi-
teady turbulent state characterized by small-scale irregular current
heets (right panels of Fig. 7 ). The magnitude of j in these current
heets in each case and hence the resulting total dissipation rates are
maller than those during the corresponding saturation phases and
re nearly constant with time. Note, ho we ver, that the relaxation in
he PB case takes somewhat longer time and the constant dissipation
ate is reached much later. 

As seen in Fig. 7 , the decrease in the current sheet strength is
elated to the widening of the dissipation region as the instability
volves. In Fig. 9 we analyse more quantitatively the evolution
f the current sheets strength by plotting the histograms of the
olume fraction occupied by these current sheets as a function of
he current density for the different cases (the integral of the volume
raction is normalized to unity for all the curves). The three different
urves, shown at three different times, correspond to the same main
volutionary stages – near the peak of the dissipation, end of the
eak, and finally the fully developed turbulent phase – represented in
ig. 4 (the exact time moments are different from those in the latter
gure though). The volume fractions, after reaching their maximum,
ecrease with an exponential tail. During the evolution, both the
aximum and the extent of the tail move towards lower values of

he current, in agreement with the o v erall decrease in strength of the
urrent sheets mentioned abo v e. Comparing the different cases, we
NRAS 532, 4810–4825 (2024) 
otice that at early times both the current at the maximum and the
xtent of the tail are largest in the PB case, and gradually decrease
hen moving to the CHI06 and FF cases. In the panel for the PB case,
e also show the results for the low-resolution PB1 run indicating

he effect of lowering (or increasing) resolution on the values of the
urrent. In particular, an increase of resolution leads to an increase
n the current density inside the current sheets, which in turn become
hinner. An additional point to note is that the highest values of
he peaks in the FF case imply that the histograms in this case are

ore concentrated around the peaks. At later times, the maxima are
ound for similar values in each case, but the tails reach the largest
alues in the PB case and progressively decrease their extent towards
he CHI06 and FF cases. This is consistent with the abo v e results
eported in Figs 7 and 8 that the strength of the current sheets and
ence dissipation rate therein decrease moving from the PB to FF
ases. 
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.3 Late time evolution – turbulence 

s we have seen in the above subsections, after the initial burst of the
nstability, the system settles down into a quasi-steady turbulent state 
here the dissipation rate is almost constant with time and decreases 

rom the largest value in the PB case to the smallest one in the FF
ase (Fig. 8 ). To better understand the non-linear saturation of CDI
nd PDI and to characterize the properties of the resulting turbulence, 
ere we analyse its spectral dynamics in the three cases. The system
s periodic in the longitudinal z-direction with a period L z , so we
ourier transform the variables in z, 

¯ ( x , y , k , t) = 

1 

L z 

∫ L z 

0 
g ( x , y , z, t) exp ( −i kz)d z , (24) 

here g = ( A, � B ), A ≡ √ 

E k = 

√ 

ργ ( γ − 1) is the square root of
he relativistic kinetic energy, and � B is the magnetic field. Due to 
he periodicity in z of the computational domain, the wavenumber k 
s discrete in the simulations, in contrast to the linear analysis, and
s determined by the domain size L z , i.e. k = 2 πn/L z , where the
nteger n = 0 , ±1 , ±2 , ... . Following Paper I , we define the kinetic
¯
 kin and magnetic Ē mag energy spectra integrated over the entire 
 − y plane of the domain: 

¯
 kin ( k, t) = 

∫ 

| Ā | 2 d x d y , Ē mag ( k, t) = 

1 

2 

∫ 

| ̄� B| 2 d x d y . (25) 

he temporal evolution of these spectra in the PB, CHI06, and FF
ases is shown in Fig. 10 at those times that o v erall correspond to
he main stages in Fig. 8 (see also Figs 4 and 9 ). Specifically, the
lack curves correspond to the exponential growth phase of CDI, 
DI, and their mixture in the linear regime, somewhat earlier the 
issipation peak, respectively, in the FF, PB, and CHI06 cases, the 
reen curves to the end of the dissipation peak and the beginning of
he non-linear saturation phase, and the red curves to the final, fully
eveloped turbulent regime. In the first linear regime, the spectra have 
 ‘spik y’ irre gular shape, being composed of independently growing 
nstable modes with different growth rates and wavenumbers. This 
s in accordance with the dispersion relations for these three cases in
ig. 3 , which show that moving from the FF to PB cases, the growth
ate of higher k modes gradually increases due to the increasing 
ole of PDI. As a result, as seen in Fig. 10 , in the linear stage of
volution, the kinetic and magnetic energy spectra, being mostly 
oncentrated at smaller k and the steepest at high k in the FF case,
ecome gradually shallower with increasing χ , reaching comparable 
agnitudes from smaller to intermediate 1 � kL z / 2 π � 40 in the
B case (larger kL z / 2 π � 40 are possibly affected by numerical
issipation and hence cannot grow as fast as lower k modes). In
hysical space, this trend is manifested in the pre v alence of larger
cale structures in the FF and CHI06 cases compared to those in the
B case, as seen from the left panels of Fig. 7 . The wavenumbers
t which the spectra reach the peaks in the CHI06 and FF cases
pproximately coincide with the respective maxima of the growth 
ates, that is, with the most unstable modes, in these cases (Fig. 3 ). 

The exponential growth phase ends when the dissipation reaches 
 maximum (peak) and subsequently the instability enters the 
on-linear saturation phase (Fig. 8 ). As discussed in the previous 
ubsection, the peak in the dissipation is due to the formation of
rdered larger scale current sheets, where the majority of magnetic 
issipation takes place. As seen in Fig. 7 , in the PB case, the current
heets are the smallest, whereas the magnitude of the current density 
herein is highest. The size of the current sheets and current density
ecrease when moving to the CHI06 and FF cases. At this time, the
ole of non-linearity is crucial: it ensures interaction and efficient 
nergy exchange among different (unstable) modes, so that the 
nergy spectra become smooth (green curves in Fig. 10 ). Larger
urrent sheets start to gradually break up into smaller ones, which
orrespond to the drop in the total dissipation rate after the peak in
ig. 8 . In Fourier space, this process corresponds to direct cascade of
nergy from small and intermediate unstable k to higher ones due to
on-linearity and therefore to the increase (fill-up) of power at these
igh wavenumbers, hence the spectra appear less steep compared to 
hose in the linear regime. 

After the saturation phase, a quasi-steady turbulent state is es- 
ablished where only small-scale disordered current sheets are left 
issipating most of magnetic energy (right panels in Fig. 7 ). The
orresponding smooth kinetic and magnetic energy spectra (red 
urves in Fig. 10 ) are quite close to the spectra during the saturation
hase and exhibit a typical signature of a turbulent spectrum – a
ower-law dependence at intermediate wavenumbers in the inertial 
ange. Specifically, the kinetic energy spectra obey the scaling k −1 . 8 

nd the magnetic energy spectra the scaling k −2 at kL z / 2 π � 30,
hich, interestingly, are the same in all three cases and are consistent
ith those obtained only for the FF case in Paper I . This indicates

hat, regardless of the initial configuration of the jet column, FF,
B, or hybrid, in the final turbulent states the spectra at small and

ntermediate wavenumbers appear to have a similar form and differ 
nly quantitatively, with the FF case having the smallest energies. 
This is also supported by nearly similar appearance of turbulence 
tructure in physical space in these three cases on the right panels
f Fig. 7 ). At higher kL z / 2 π � 40, the kinetic and magnetic spectra
re steeper due to intensive dissipation in small-scale current sheets 
t these wavenumbers, scaling as k −4 for the kinetic and k −4 . 5 for the
agnetic energies. These scalings are the same in these three cases

nd consistent with those of the turbulent spectra for the FF case
rom Paper I . 

To examine the effect of numerical resolution on the spectral 
roperties, in the top panels of Fig. 10 for the PB case, we also show
he kinetic and magnetic energy spectra in the late turbulent state
rom the lower resolution run PB1 (Table 1 ). 1 These energy spectra
oincide with those of the main higher resolution simulations PB run
t small and intermediate k within the inertial range, but decrease
teeper at higher k, which are affected by resolution (i.e. numerical
issipation). A similar behaviour also holds for the lower resolution 
pectra in the CHI06 case, so we do not show those spectra here. 

 SUMMARY  A N D  C O N C L U S I O N S  

n this paper, we have analysed the non-linear evolution of insta-
ilities in highly magnetized relativistic plasma columns of jets, 
y means of three-dimensional numerical simulations for different 
quilibrium configurations, focusing on the formation of dissipative 
tructures responsible for magnetic energy dissipation. As discussed 
n Paper I , also in the cases presented in this paper dissipation occurs
hrough the formation of thin current sheets and, as we argued there,
ts rate appears to depend only on the large-scale characteristics of
he flow and not on its small-scale dissipative properties. This is
emonstrated by a comparison of the cases with different resolution 
hat, despite their different dissipative properties, show similar 
issipation rates. In connection with this it would be important to test
his hypothesis by performing simulations with explicit resistivity. 
ur analysis is rele v ant for high-energy astrophysical sources since

he current sheets that are formed during the instability evolution may
MNRAS 532, 4810–4825 (2024) 
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Figure 10. Evolution of the magnetic (left column) and kinetic (right column) energy spectra integrated in the x − y plane and represented as a function of k in 
the PB (top), CHI06 (middle), and FF (bottom) cases. The black curves correspond to the linear regime, when modes grow exponentially with different growth 
rates, as a result of PDI, CDI, and their mixture in the PB, FF, and CHI06 cases, respectively. The green curves refer to the end of the dissipation peak and the 
beginning of the non-linear saturation phase, and the red curves refer to the final state of the fully developed quasi-steady turbulence. For reference, the dashed 
lines show the power laws k −2 for the magnetic and k −1 . 8 for the kinetic energy spectra For comparison, in the PB case, we also show the kinetic and magnetic 
energy spectra in the late turbulent state from the lower resolution run PB1 (orange curves). 
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e sites of magnetic reconnection, where acceleration of relativistic
on-thermal particles is likely to occur, as shown by PIC simulations
see e.g. Guo et al. 2014 ; Sironi & Spitko vsk y 2014 ; Werner &
zdensky 2017 ; Petropoulou et al. 2019 ). These simulations show
NRAS 532, 4810–4825 (2024) 
hat the acceleration efficiency increases with cold magnetization
sed here, but it depends also on the plasma β, i.e. hot magnetization,
s shown by Ball, Sironi & Özel ( 2018 ). This non-thermal particle
opulation can give rise to the observed high-energy emission and
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hus understanding the dissipation properties becomes of utmost 
mportance for the interpretation of these astrophysical objects (see 
.g. Zhang et al. 2016 , 2018 ; Bodo et al. 2021 ). 

The considered equilibrium structures are characterized by dif- 
erent balances between three main radial forces acting on the jet 
olumn: the tension due to the azimuthal component of the magnetic 
eld, the magnetic pressure gradient, related to the longitudinal 
omponent of the field, and the thermal pressure gradient. We 
ompared the results obtained in Paper I for the FF case with
onfigurations in which the thermal pressure gradient plays a role in 
he equilibrium force balance. We have different kind of instabilities 
n the different cases. Specifically, in the FF case, the instability 
river is the current parallel to the field and we have CDI, while,
n the PB case, the instability driver is the current perpendicular 
o the field and we have PDI. As a complementary result to the
umerical simulations, we performed the linear stability analysis of 
he abo v e equilibria and characterized the properties of CDI, PDI,
nd their mixture in the hybrid case. Our analysis showed that the
rowth rate of PDI increases with the wavenumber until it reaches a
lateau for sufficiently large k, both for the axisymmetric m = 0 and
on-axisymmetric m = 1 kink modes, for which the growth rates
re comparable. The decrease in the thermal pressure gradient in 
he force balance results in the decrease in the growth rate of the
nstability and the appearance of a cut-off at high wavenumbers. 
n this case, the axisymmetric m = 0 mode gradually disappears 
nd becomes completely stable in the FF equilibrium, which is thus
ubject only to the non-axisymmetric m = 1 kink mode of CDI. 

Our results from the non-linear simulations are in general agree- 
ent with those of O’Neill et al. ( 2012 ), Striani et al. ( 2016 ), and
rtu ̃ no-Mac ́ıas et al. ( 2022 ). The non-linear evolution of both CDI,
DI, and their combination in the hybrid case proceed in general into

wo phases. At first, the jet undergoes helicoidal deformation, with 
he formation of strong current sheets, where substantial dissipation 
f magnetic energy occurs. The peak of dissipation is then followed 
y a quasi-steady turbulent state, where energy dissipation still takes 
lace, but at a much lower rate. Among the three equilibria, the
volution in the PB case is the fastest and most energetic, as also
ndicated by the linear analysis. In this case, the current sheets,
esulting from the instability evolution, are characterized by the 
trongest current density and the shortest length-scale and yield the 
ighest dissipation rate. PIC simulations performed by Alves et al. 
 2018 ), Davelaar et al. ( 2020 ), and Ortu ̃ no-Mac ́ıas et al. ( 2022 ) have
hown that the Z-pinch configuration (our PB equilibrium) is most 
f fecti ve in the particle acceleration process and this is consistent
ith our finding of a stronger dissipation for this case. 
On the contrary, in the FF case, we observe at the beginning of the

DI evolution a dominant unstable mode of larger wavelength, in 
greement with the linear analysis. As a result, the current sheets that
evelop at this stage are the weakest and hence the dissipation rate
he smallest. The hybrid case (CHI06) lies between the two extreme 
F and PB cases, in terms of the time-scale of evolution, the initial
ominant wavelength of the instability, and the amount of dissipation. 
ll the cases share a similar subsequent evolutionary path – the 
evelopment of quasi-steady turbulence with a characteristic power- 
aw behaviour for the spectra of the kinetic and magnetic energies. 
n this turbulent state, disordered small-scale, weaker current sheets 
orm via turbulent cascade, or fragmentation of the larger scale ones 
resent at the earlier stage of the non-linear development of the 
nstability and are mainly responsible for energy dissipation, but at 
 much slower rate. 

These results are rele v ant for the interpretation of the phenomenol-
gy of high-energy astrophysical sources. As already pointed out, 
agnetic reconnection is thought to be an important mechanism for 
he acceleration of the relativistic particles that are at the origin of
he observed non-thermal emission in those sources. The evolution 
f both current and PDI provides a natural stage for the formation of
urrent sheets that may be sites of magnetic reconnection. In addition, 
e may have particle acceleration also in the steady turbulent phase.
he different properties of the current sheets in the three cases
ay have consequences in terms of the emission and polarization 

haracteristics of the observed emission. The strength of the current 
heets may be directly connected to the intensity of the observed
adiation, while the dominant wavelength may have consequences 
or the polarization signatures. In order to obtain detailed predictions 
o be compared with the observational data, one needs to introduce,
n the RMHD simulations, sub-grid models for treating particle 
cceleration and their emission, since these processes occur at a 
uch smaller scale that cannot be reached by RMHD simulations 

see e.g. Vaidya et al. 2018 ). As a first step one can use rather crude
ub-grid models like in Zhang et al. ( 2016 ) and Bodo et al. ( 2021 ).
e plan ho we ver to introduce, in the next stage of investigation,
ore refined models (Nurisso et al. 2023 ). Another limitation of this
ork is the absence of the jet velocity and we plan to o v ercome this

imitation also in our subsequent investigations. 
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PPENDIX  A :  COEFFICIENTS  O F  T H E  LINEAR
YSTEM  

n the linear analysis based on equations ( 14 ) and ( 15 ), we normalize
isplacement ξ1 r by the magnetization radius a of the jet (which
s the unit of length in the paper). For convenience, in the linear
quations below we use the equilibrium profiles of the magnetic
eld components B ϕ and B z , divided by B 0 and pressure p divided
y B 

2 
0 , 

 

2 
ϕ ( r ) = 

1 

r 2 

[
1 − exp 

(−r 4 
)]

, B 

2 
z ( r ) = P 

2 
c − ( 1 − χ ) 

√ 

π erf 
(
r 2 

)
,

 

2 = B 

2 
ϕ + B 

2 
z , P( r) = 

p a 

B 

2 
0 

+ χ

√ 

π
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[
1 − erf 

(
r 2 

)]
. 

n terms of these normalized equilibrium profiles, the coefficients
n the system of linear equations ( 14 ) and ( 15 ) can be derived with
engthy algebra and have the form 

 11 = −
(

1 
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d B 

dr 
+ 

1 

r 

)
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here we used the following definitions: 
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ith S characterizing the magnetization as a function of radius, 

 = 

B 

2 
0 B 

2 

ρ0 + �B 

2 
0 P/ ( � − 1 ) 

, 

he sound speed squared 

 

2 
s = 

�B 

2 
0 P 

ρ0 + �B 

2 
0 P/ ( � − 1 ) 

, 

nd the Alfv ́en speed squared 

 

2 
A = 

B 

2 
0 B 

2 

B 

2 
0 B 

2 + ρ0 + �B 

2 
0 P/ ( � − 1 ) 

= 

S 

1 + S 

, 

here � is the adiabatic index. 
The projection of the current parallel to the background magnetic

eld is 

 ‖ = B ϕ J ϕ + B z J z = 

B z 

r 

∂ 

∂ r 

(
r B ϕ 

) − B ϕ 

∂ B z 

∂ r 
. 

PPENDI X  B:  ASYMPTOTIC  SOLUTI ON  AT  

MALL  R A D I I  

1 The m �= 0 case 

n this section, we derive boundary conditions at small radii r → 0
rst for non-axisymmetric, m �= 0, modes by expanding the coef-
cients A 11 , A 12 , A 21 , A 22 from Appendix A around the origin
 = 0. Before that, we expand the equilibrium quantities around
 = 0, keeping only the terms up to order r 2 , 

 ϕ = −r < 0 , B z = P c − 1 − χ

P c 

r 2 > 0( pitchispositive P c > 0) , 
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, J ‖ = −2 B z

ith these expansions we derive C 1 , C 2 , C 3 , C 4 to leading order in
mall r , 
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sing these expressions, we can compute now the coefficients 
 11 , A 12 , A 21 , A 22 from expressions ( A1 )–( A4 ) also to leading
rder in r , 
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here we have introduced the auxiliary coefficients 
 11 , a 12 , a 21 , a 22 , which are all calculated at r = 0 and are
nite, in order to better separate out the dependence of the original
oefficients A 11 , A 12 , A 21 , A 22 on small r . These ne w coef ficients
ill be convenient in the following derivations. Using these notations 

quations ( 14 ) and ( 15 ) become 
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e look for solutions to this system in the form 

1 r = Ar α, � 1 = Br α+ 1 , 

here A and B are the arbitrary coefficients and α is some exponent
o be determined. Substituting this solution into equations ( B1 ) and
 B2 ) yields the quadratic equation for α: 
2 − α( a 11 + a 22 − 1) + a 11 a 22 − a 12 a 21 − a 11 = 0 , 

hich after some algebra simplifies to 
2 + 2 α + 1 − m 

2 = 0 

ith the roots 

= ±| m | − 1 . 

 solution must be regular (finite) as r → 0, therefore we choose
nly the root with a plus sign, α = | m | − 1 , ( | m | ≥ 1). These roots
or α and hence the behaviour of solution near r = 0 are similar to
hose derived in appendix C of Bodo et al. ( 2013 ) in the case of a
old jet. As a result, for the ratio of A and B coefficients in ξ1 r and
 1 near r = 0, we get 
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(
ω 

2 

V 

2 
A 

− K 

2 
‖ 

)
− 2 K ‖ 

]
r= 0 

, 

ith α = | m | − 1, which determines the solution at small radii. This
olution is then used in the shooting method to integrate ξ1 r and � 1 

arther from r = 0 along radius and connect to the solution coming
rom large radii. 
2 The m = 0 case 

or axisymmetric m = 0 modes, the leading order terms in the
xpansion of K ⊥ 

and C 3 in r that are proportional to m vanish and an
xpansion to the next order is necessary, while in K ‖ and C 4 , which
lso depend on m , we simply put m = 0, 

 ‖ = k, K ⊥ 

= k 
B ϕ 

B z 

, C 4 = 

1 

B z D 1 

( 

1 − C 

2 
s K 

2 
‖ 

ω 

2 

) 

∣∣∣∣∣
r= 0 

 3 = − S 

B 

2 
z D 1 D 2 

[
ω 

2 

V 

2 
A 

+ K 

2 
‖ 

(
�P 

B 

2 
z 

− C 

2 
s 

V 

2 
A 

)]
r= 0 

· r. 

aking this into account, for the coefficients A 11 , A 12 , A 21 , A 22 to
eading order in r , we get 

 11 = −1 

r 
, A 12 = − 1 

B 

2 
z D 1 

( 

1 − C 

2 
s K 

2 
‖ 

ω 

2 

) 

∣∣∣∣∣
r= 0 

= b 12 , 

 21 = B 

2 
z 

(
ω 

2 

V 

2 
A 

− K 

2 
‖ 

)
− 4 V 

2 
A K 

2 
‖ 

ω 

2 − V 

2 
A K 

2 
‖ 

∣∣∣∣∣
r= 0 

= b 21 , 

 22 = − 2 S 

B 

2 
z D 1 D 2 

[
ω 

2 

V 

2 
A 

+ K 

2 
‖ 

(
�P 

B 

2 
z 

− C 

2 
s 

V 

2 
A 

)]
r= 0 

· r = b 22 · r. 

n these expressions, we have again introduced the auxiliary constants 
 12 , b 21 , b 22 calculated at r = 0 for the convenience of the following
eri v ations. With these notations we write equations ( 14 ) and ( 15 ) as

d ξ1 r 

d r 
= − ξ1 r 

r 
+ b 12 � 1 (B3) 

d � 1 

d r 
= b 21 ξ1 r + b 22 r� 1 . (B4) 

xpressing ξ1 r from equation ( B4 ), substituting into equation ( B3 ),
nd keeping only the leading order terms in r , we get a single second-
rder ordinary differential equation for � 1 only: 

d 2 � 1 

d r 2 
+ 

1 

r 

d � 1 

d r 
− (2 b 22 + b 12 b 21 ) � 1 = 0 . 

his equation has the form of the modified Bessel equation 

d 2 � 1 

d r 2 
+ 

1 

r 

d � 1 

d r 
− μ2 � 1 = 0 , 

here μ2 ≡ 2 b 22 + b 12 b 21 . Its solution which is finite and well
ehaved at r → 0 is given by the modified Bessel function of the
rst kind I 0 ( μr), 

 1 = BI 0 ( μr) = B 

(
1 + 

μ2 r 2 

4 
+ 

μ4 r 4 

64 
+ ... 

)
, 

here B is an arbitrary constant. Ne xt, e xpressing the displacement
rom equation ( B4 ), we get 

1 r = 

1 

b 21 

(
d� 1 

dr 
− b 22 r� 1 

)
= B 

(
b 12 

2 
r + 

b 2 12 b 
2 
21 − 4 b 2 22 

16 b 21 
r 3 + ... 

)

hese expressions for � 1 and ξ1 r are used for setting boundary 
onditions for axisymmetric m = 0 modes at small r . 

PPENDI X  C :  ASYMPTOTIC  SOLUTI ON  AT  

A R G E  R A D I I  

ere we derive the boundary conditions at large radii, r → ∞ .
or this we first calculate asymptotic behaviour of each term 

 11 , A 12 , A 21 , A 22 given in Appendix A at large radii. For the
quilibrium quantities at r → ∞ , we have 

 ‖ = k, K ⊥ 

= −m/r, B ϕ = 0 , 
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 = B z = P 

2 
c − (1 − χ ) π, P = p a /B 

2 
0 , J ‖ = 0 , 

hich except for K ⊥ 

do not vary with r . Using these expressions, we
nd C 1 , C 2 , C 3 , C 4 up to terms of order 1 /r , 

 1 = 0 , C 2 = 0 , C 3 = − Smk 

B z D 2 
· 1 

r 
, C 4 = 

1 

B z D 1 

(
1 − C 

2 
s k 

2 

ω 

2 

)

nd therefore for the coefficients A 11 , A 12 , A 21 , A 22 we get 

 11 = −1 

r 
, A 12 = 

S 

B 

2 
z D 2 

m 

2 

r 2 
− 1 

B 

2 
z D 1 

(
1 − C 

2 
s k 

2 

ω 

2 

)

 21 = B 

2 
z 

(
ω 

2 

V 

2 
A 

− k 2 
)

, A 22 = 0 , 

here all the quantities in these expressions are taken at r → ∞ .
ubstituting them into equations ( 14 ) and ( 15 ), we obtain 

d ξ1 r 

d r 
= − ξ1 r 

r 
+ A 12 � 1 (C1) 

d � 1 

d r 
= A 21 ξ1 r . (C2) 

xpressing ξ1 r from equation ( C2 ) and substituting into equation
 C1 ), we arrive at a single second-order differential equation only
or � 1 , 

d 2 � 1 

d r 2 
+ 

1 

r 

d � 1 

d r 
− A 12 A 21 � 1 = 0 , (C3) 

r after substituting explicit expressions for A 12 and A 21 , 

d 2 � 1 

d r 2 
+ 

1 

r 

d � 1 

d r 
+ 

[
1 

D 1 

(
ω 

2 

V 

2 
A 

− k 2 
)(

1 − C 

2 
s k 

2 

ω 

2 

)
− m 

2 

r 2 

]
� 1 = 0 .

his equation has the form of Bessel equation 

d 2 � 1 

d r 2 
+ 

1 

r 

d � 1 

d r 
+ 

(
β2 − m 

2 

r 2 

)
� 1 = 0 , (C4) 

here the complex constant β is given by 

2 = 

1 

D 1 

(
ω 

2 

V 

2 
A 

− k 2 
)(

1 − C 

2 
s k 

2 

ω 

2 

)
. 

olution of equation ( C4 ) corresponding to propagating waves that
anish at infinity is given by Hankel function of the first kind, � 1 =
 

(1) 
m 

( βr), with the leading term of asymptotic expansion at r → ∞ 

 1 = H 

(1) 
m 

( βr) � 

√ 

2 

πμr 
exp 

[ 
i 
(
βr − mπ

2 
− π

4 

)] 
. (C5) 

ote that this solution is, in general, valid both for non-axisymmetric,
 �= 0, and axisymmetric, m = 0, modes. 
The complex parameter β can have both signs: 

= ±
√ 

1 

D 1 

(
ω 

2 

V 

2 
A 

− k 2 

)(
1 − C 

2 
s k 

2 

ω 

2 

)
. 

he wave perturbations should decay at large radii, therefore β with
 positive imaginary part, Im ( β) > 0, should be chosen. These waves
NRAS 532, 4810–4825 (2024) 
riginate in the jet and propagate radially outwards in the form of
utgoing waves at large radii. This means that the real parts of β

nd ω should have opposite signs, Re ( ω) Re ( β) < 0 (Sommerfeld
ondition), resulting in the phase velocity directed radially outwards.

The asymptotic behaviour of ξ1 r can be readily obtained from
quation ( C2 ): 

1 r = 

1 

A 21 

d � 1 

d r 
� 

V 

2 
A 

B 

2 
z ( ω 

2 − V 

2 
A k 

2 ) 

(
iβ − 1 

2 r 

)
� 1 (C6) 

he asymptotic solutions ( C5 ) and ( C6 ) are used as an initial
ondition at large radii in our linear eigenvalue code, which is
ntegrated backwards and connected to the solution coming from
mall radii. 

PPENDI X  D :  C O M PA R I S O N  WI TH  T H E  

ESULTS  O F  T H E  LI NEAR  ANALYSI S  

ere we compare the results of the numerical simulations in the
inear regime with the growth rate derived from the linear analysis.

ore precisely, in Fig. D1 we display, for the three cases PB, CHI06,
nd FF, a log-lin plot of the kinetic energy E K 

(normalized to the
nitial jet electromagnetic energy) as a function of time together with
 straight line whose slope corresponds to the growth rate derived
rom the linear analysis in Section 3 . Note that since we do not
erturb the system with the exact eigenfunction at the beginning of
he evolution, there is a transient phase during which the evolution
s determined by the superposition of different modes. After this
ransient phase, the mode with the highest growth rate eventually
re v ails, so that we can observe its exponential growth until it reaches
he non-linear regime. The time interval where this exponential
rowth takes place is therefore limited by the initial transient stage
t the beginning and by the non-linear stage at the end, so it can
e relatively short. For the FF and CHI06 cases, there are well-
efined large-scale modes (see Figs 3 , 4 , and 7 ), in particular, the
ominant mode in the FF case has k ≈ 0 . 7 and in the CHI06 case has
 ≈ 1 . 1 with the growth rates −I m ( ω) = 0 . 21 and −I m ( ω) = 0 . 37,
espectiv ely. More comple x is the situation for the PB case, since
or this case there is no well-defined dominant large-scale mode,
ut the growth rate reaches the highest values and becomes almost
at at large wavenumbers k (Fig. 3 ), implying that many small-scale
odes should dominate instead in the simulations, as evident in
igs 4 and 7 . On the other hand, at larger k numerical dissipation
an hinder the growth of the instability; however, it is difficult to
haracterize this dissipation and the associated critical wavenumber
eyond which it becomes important. The slope that best fits the
umerical results corresponds to a value of k ≈ 4. Overall, the
esults of this comparison give a fairly good agreement between
he numerical results and the growth rates obtained from the linear
nalysis. 
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Figure D1. Log-linear plot of the square root of the kinetic energy normal- 
ized by the initial electromagnetic energy within the jet as a function of time 
for the PB (top), CHI06 (middle), and FF (bottom) simulations. The dashed 
lines have a slope corresponding to the expected growth rate associated with 
the most unstable dominant mode retrieved from the linear analysis for the FF 
( k m = 0 . 7) and CHI06 ( k m = 1 . 1) cases. The slope in the PB case corresponds 
to the linear growth rate at k = 4. 
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