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Search for 7,(2S) - z*zx~ 7, and 3.(2S) —» x*x~ KAK*7¥ decays
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Based on (27.12 + 0.14) x 10® y/(2S) events collected by the BESIII detector, we search for the decay
1.(2S) - ntz7n, via w(2S) - yn.(2S). No significant signal is observed, and the upper limit on the
product branching fraction B(y (2S) — yn.(25)) x B(n.(2S) — #*z7n,) is determined to be 2.21 x 1073
at the 90% confidence level. In addition, the 5.(2S) — zt2~K3K*zT decay is studied via y(2S) —
n.(2S) and is observed with a statistical significance of 10¢ for the first time. The branching fraction of
1:(28) = zta K$K*7T is determined to be (1.33 4+0.11 +0.40 £ 0.95)x1072, where the first un-
certainty is statistical, the second is systematic, and the third uncertainty is due to the quoted

B(y(2S) — yn.(25)).

DOI: 10.1103/PhysRevD.109.072017

I. INTRODUCTION

Studies of decays of charmonium states play an impor-
tant role in understanding the strong interaction. Although
the charmonium states J/y and w(2S) have been observed
for more than half a century, intensive studies of different
decays of various charmonium states are still highly
desirable, especially for the spin singlet sector [1], which
includes the 'P; state h, and the 2'S, state 7.(2S). The
1.(2S) is the first excited state of the pseudoscalar ground
state 7., lying just below the mass of its vector counterpart,
w(2S) [1]. It was first observed by Belle [2] in the process
B* - K*5.(2S) with n.(2S) - KYK*z¥, and was sub-
sequently confirmed and studied by BABAR [3], CLEO [4]
and Belle [5] in the yy-fusion to the KKz final state,
by BABAR [6] in the double charmonium production
process ete” — J/yce, by Belle [7] in the inclusive
process ete” —J/y+anything, and by BESIII in the
decay y(2S) — yn.(2S) [8].

Hadronic transitions between charmonium states offer a
good platform to study the dynamics of heavy quarks.
Experimental [9] and theoretical [10,11] investigations of
these transitions have provided a comprehensive under-
standing of those processes involving the emission of two-
pion system within the framework of low-energy chiral
dynamics. Such decays are usually described as heavy
quarkonium transitions generating a soft gluonic field
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which then produces the light mesons in QCD picture,
as shown in Fig. 1. However, the two-pion transition
between the 'S, charmonium states has not yet been
observed.

The transition amplitude of the 75.(2S) —» #7777,
decay [12] is expected to exhibit the same linear depend-
ence ¢° as the w(2S) — ntx~J/y decay [13], where ¢ is
the total 4-momentum of the pion pair. With the single-
channel approach, the branching fraction of 7.(2S) —
xtnn, is estimated to be ~5% [12,14]. However, this
decay branching fraction may be suppressed due to the
contribution of the chromo-magnetic interaction in its
decay amplitude [15]. A previous study indicated that
the 7.(2S) - n" 775, decay may be the most promising
decay mode of the 7.(2S) [12]. The BABAR Collaboration
set the upper limit on its decay branching fraction at the
90% confidence level (CL) to be 7.4%, based on e'e”
collision data corresponding to an integrated luminosity of
(429.1 +1.9) fb~! collected at the Y (4S) resonance [16].
In recent years, the BESIII Collaboration collected a large
y(2S) data sample, which provides a great opportunity to
search for 5.(2S) - n7z7 5. and thereby test different
theoretical calculations [10,11].

In addition, only a few decay modes of 7. (2S) have been
observed to date. Searching for new decay modes of ,.(2S)
is important to deeply understand its decay properties.
Using 106 million y(2S) events collected by the BESIII
detector, evidence for the decay 7.(25) — #t 2~ KYK*z
was found with statistical significance of 4.2¢ [17]. With
(27.12 £0.14) x 10% w(2S) events taken by the BESIII
detector, which is about 25 times larger than the previous
data sample [17], we search for 7.(2S) - #7775, and
present an improved measurement of the branching fraction
of n.(28) - z* 2~ KYK*nT.
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II. BESIII DETECTOR AND MONTE CARLO
SIMULATION

The BESII detector [18] records symmetric e*e”
collisions provided by the BEPCII storage ring [19] in
the center-of-mass energy range from 2.0 to 4.95 GeV, with
a peak luminosity of 1x 10 ecm™2s~' achieved at
\/s = 3.77 GeV. BESIII has collected large data samples
in this energy region [20,21]. The cylindrical core of the
BESIII detector consists of a helium-based main drift
chamber (MDC), a plastic scintillator time-of-flight
(TOF) system, and a CsI(TI) electromagnetic calorimeter
(EMC), which are all enclosed in a super conducting
solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke with
resistive plate counter modules interleaved with steel for
muon identification. The acceptance for charged particles
and photons is 93% of the full solid angle, and the charged-
particle momentum resolution at 1 GeV/c is 0.5%. The
photon energy resolution is 2.5% (5%) at 1.0 GeV in the
barrel (end cap) region. The time resolution in the TOF
barrel region is 68 ps, while that in the end-cap region was
110 ps. The end-cap TOF system was upgraded in 2015
using multigap resistive plate chamber technology, provid-
ing a time resolution of 60 ps, which benefits ~84% of the
data used in this analysis [22-24].

Simulated data samples produced with a GEANT4-based
Monte Carlo (MC) package [25], which includes the
geometric description of the BESIII detector and the
detector response, are used to determine detection efficien-
cies and to estimate backgrounds. The simulation models
the beam-energy spread and initial-state radiation (ISR) in
e"e” annihilations with the generator KkMcC [26,27]. An
inclusive MC sample of 2.7 billion y(2S) events is used to
investigate potential background. The inclusive MC sample
includes the production of the y(2S) resonance, the ISR
production of the J/y, and the continuum processes
incorporated in KKMC. The known particle decays are
modeled with EVTGEN [28,29] using branching fractions
taken from the Particle Data Group (PDG) [14], while

the remaining unknown decays are estimated with
LUNDCHARM [30,31].

To estimate the signal selection efficiency, detector
resolution and background, several exclusive MC samples
are generated. Specific generators are employed for the
decays w(2S) — yn.(2S) and y(2S) — yx.1,, wWhich are
based on specialized models that have been packaged and
customized specifically for the BESIII detector. The polar
angle (6,) of the radiation photon in the rest frame of y(25)
follows (1 + A cos” §,) function, where the A is 1 for .(25),
—1/3 for y.; and 1/13 for y. [32]. Two decay modes
n. — K"K~ 7" and . > KYK*x¥ are generated according
to the Dalitz plot measured by BESIII [33]. The exclusive
MC samples y(2S) — ya" 2~ K*K=2° (yatn K3K*x¥F),
w(2S) = 292t KT K=2° (2’2 Ta KOK*xT), w(2S) —
(resr)@t " KT K™ ((ypsg)7 2" K3K*a™) (rpsg stands
for a photon from final state radiation), are generated
uniformly in the phase space.

The data sample collected at the center-of-mass energies
of /s = 3.650 GeV, corresponding to an integrated lumi-
nosity of 410 pb~!, is used to estimate the continuum
background contribution.

III. SEARCH FOR #,(2S) -» z*zn ™1,
A. Event selection

To search for 5, — n"x7n,, we select the candidate
events for y (28) — yn.(2S) with .(2S) - ="z 7., where
the 7, is reconstructed with the final states of K™K~z and
KYK*z¥, where K% (2°) candidates are reconstructed with
pairs of 7z~ (yy).

Charged tracks are reconstructed in the MDC using good
helix fits, and are required to satisfy | cos 8] < 0.93, where
0 is the polar angle with respect to the z-axis which is the
symmetry axis of the MDC. For charged tracks apart from
those from K9 decays, the distance of the closest approach
to the interaction point must be less than 10 cm along the z-
axis, and less than 1 cm in the transverse plane. By
combining the dE/dx and TOF information, the y3 (i)
(i =K, =, or p) is calculated for each charged track for
each hadron i hypothesis.

Photon candidates are identified using showers in the
EMC. The deposited energy of each shower must be greater
than 25 MeV in the barrel region (|cos @] < 0.80) and in the
end-cap region (0.86 < |cos@| < 0.92). To reduce electronic
noise and showers unrelated to the event, the difference
between the EMC time and the event start time is required
to be within [0, 700] ns. The angle subtended by the EMC
shower and the position of the closest extrapolated
charged track at the EMC must be greater than 10 degrees.
Candidate events must have at least three and one good pho-
tons for the decay modes n.—K* K~z and .~ KYK*x ¥,
respectively.
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The #° candidates are selected with the invariant mass
of the yy pair satisfying |M(yy) — mp| < 0.015 GeV/c?,
where M(yy) is the invariant mass of yy and m is the
nominal 7° mass [14]. To improve the momentum reso-
lution, a one-constraint (1C) kinematic fit with M (yy) being
constrained to m_o is performed. A kinematic constraint
between the production and decay vertices, and a second
vertex fit algorithm based on the least square method are
employed for K candidates. The K% candidates must have
a decay length more than 2 standard deviations of the vertex
resolution away from the interaction point, and have
invariant mass within 0.02 GeV/c? around the nominal
K9 mass [14]. Events with |M(KTK 2°(K)K*xF)) -
m, | <0.05 GeV/c? are selected for further analysis,
where M(K*K~z°(K}K*zT)) is the invariant mass of
KTK~n°(K{K*x¥) and m,_is the nominal 7, mass [14].

For the process of #.(2S) = ztn7n,, n. - KK 7% a
kinematic fit with five constraints (5C) is performed, where
the total energy-momentum of final states is constrained to
the initial energy-momentum constraint (4C) and an addi-
tional constraint which constrains M(yy) to m,o. For the
process of 5.(2S) = atzn.,n. - KYK*x¥, a 4C kin-
ematic fit is performed. The y%. < 25 and y3. < 40 are
further required for the decay modes 5, — K*K~z" and
ne = K(S)K +77F, respectively. These requirements are deter-
mined by optimizing the figure-of-merit (FOM) S/+/S + B
[34], where S is the number of events from signal MC
sample, and B is the number of background events
estimated from the left-hand sideband region of 7. (defined
as [2.8,2.9] GeV/c?) in data.

For each event, if there are multiple combinations
satisfying the above criteria, only the combination with
the minimum value of y2, = y3c + x3c + X3 + X eriex 1S
kept for further analysis. Here, )(ﬁc is from the 4C kinematic
fit, yic is from the 1C kinematic fit for z° — yy and only
applies forn, — KTK~ 2" y3, is the sum of the y3, (i) for
each charged track in the event, and y2,,., is from the Kg
second vertex fit and only applies for 5. — K$K*n7.

The background events from the y(2S) - 7tz J/w
process are suppressed by requiring the recoil mass of
atn~ to be less than 3.07 GeV/c?. The background
events from y(2S) - K"K~ for the 7.(2S) - ztz71,,
ne— KTK=n° decay are excluded by requiring
M (22t 77) —m,| > 0.02 GeV/c?, where M(z’z"n")
is the invariant mass of 7z°z*z~ and m,, is the nominal
w mass [14].

B. Background analysis

The potential backgrounds from y(2S) decays and con-
tinuum production are studied by analyzing the y(3686)
inclusive MC sample and the continuum data at /s =
3.650 GeV, respectively. Detailed MC studies show that the
background events for the 7.(2S) =z 77 n,, n.— KK~ 2°

process mainly come from y/(2S)— (ypsp)zt 7~ KK~ 7%
w(28) = yne(28), ne(28) = a* 2~ KT K™% w(2S) = yxeo,
Yo =t KK 7% and  w(2S) - 2’2’2t KTK;
and the background events for the 7.(2S) - ztz71,,
n. = KYK*xT process mainly come from w(2S) —
(rrsr)7 7 KSK* 2T, w(28)—>yn.(2S),  n.(28) —
2t KYK*aT, and w(2S) = vy, xem — ot KSK*nF.
In addition, the background events from continuum pro-
duction and those from w(2S) decays due to misidentifi-
cation between charged pions and kaons are negligible.
Other background events from y(2S) decays have the
same final states as the signal and form smooth shapes
in the distribution of z#tz K"K~ 2’ or zta K}K*nF
invariant mass, denoted hereafter as M(z"z"K+tK- ")
or M(z"n~KOK*x¥).

The background events from (2S) — ztz~ KK~ n°
and w(2S) — a7~ KYK*x¥, either with a fake photon or a
real soft FSR photon, form a peak near the 7.(2S) signal in
the M(z*z~K*K=7°) or M(z*z~K}K*x¥) distribution.
This peak will be shifted to higher mass region, if the
energy of the transition photon candidate is not involved
in the 4C kinematic fit [8]. In this case, the 4C kinematic
fit becomes a three-constraint (3C) kinematic fit. The
MC simulation shows that the 3C kinematic fit has a
similar mass resolution as the 4C kinematic fit, but with
better signal-background separation, as shown in Fig. 2.
Therefore the four-momenta of daughter particles updated
by the 3C kinematic fit are used for further analysis.
The numbers of the FSR and non-FSR events, Ngggr and
NponEsr, are connected via a ratio defined as

NFSR
Resg = . (1
PSR NnonFSR )

A correction factor foo, = RE/RMG =1.62+£0.13,
estimated with the control sample of w(2S) = yx.o

— 3Cfor n (28)—»n*nn,

4000/~ — 3C for y(2S)—>n* T KK n* —
o 4C for y(2S)—m*m KSK T 1

20001~ Ak .

Events / (2 MeV/c?)

R PP Tl sl T ‘.""‘_1—._‘
3.6 3.62 3.64 3.66 3.68 3.7

M(m K 3K *n%) (GeV/c?)

FIG. 2. Distributions of M(z"z~K\K*zxF) for 5.(2S) —
x . = K(;K *x27F with 3C kinematic fit (black solid line),
w(2S) > 22~ KYK*xF with 3C kinematic fit (blue solid line)
and 4C kinematic fit (blue dashed line) based on MC simulation.

072017-3



M. ABLIKIM et al.

PHYS. REV. D 109, 072017 (2024)

X0 = 3zt )(ypsr), is fixed in data analysis to
account for the difference in Rpsg for the background
events of w(2S) = (ypsg)7 7 KTK™2° and w(2S) —
(yesr)7n "7~ KK T 27 between data and MC simulation [35].
In addition, the numbers of peaking background
events from w(28) — yn.(25),7.(2S) - ntn~ Kt K= n°
and 7.(2S) - 777~ KYK*z¥ are estimated by
Ngizk_Nl//(ZS)XBl XBZX”v (2)
where N,,(5s) is the total number of y(2S) events, 7 is the
misidentification rate based on MC simulation, and B; is
the branching fraction of y(2S) — y#.(2S) quoted from the
PDG [14]. B, is the branching fraction of the 7.(2S) decay,
which is (1.4 4 1.0) x 1072 for .(2S) - 2Tz~ Kt K= x°
cited from the PDG [14], and (1.33 £ 1.04) x 1072 for
n.(2S) = zta K$K*77F, as discussed in Sec. IV. Finally,

we obtain Ngﬁzk to be 54 + 39 for n.(2S) - zt 2 KK n°
and 122 =+ 36 for 7.(2S) - ="z~ KYK=x¥.

C. Signal yield
The number of signal events of 7.(2S) — ztz 7, is
determined from a simultaneous unbinned maximum like-
lihood fit on the M (z* 7z~ K*K~=2°) and M (n "z~ KOK*7T)
distributions.
In the fit, the shape of the 7,.(2S) signal is described as

(EJ x BW(m) x f4(E,)) ® Fres x £(m).  (3)

where m is M(z"z~K*K=z°) or M(z*z K{K*nT),

2 2
E o mw (25) —m
14 2mv,(2 s)

the rest frame of w(2S), BW

is the energy of the transition photon in

(m) is the Breit-Wigner

TABLE I
derived from individual exclusive MC samples.

function for #.(2S). The mass and width of 7.(2S) are
fixed to 3643.4 MeV/c*> and 19.80 MeV, respectively,
which are taken from the previous BESIII measurement

[35]. The function f,(E, ) is designed to damp the divergent
tail raised by E; [36],

E2
E) = 0 _ 4
fd( }’) E},EQ—F(E},—E())Z ( )
m2 m2
Here, Ey = #2909 ¢(p) is the mass dependent effi-

2y, (25)

ciency function estimated by MC simulation. F is a

double Gaussian function describing the detector resolu-

tion. The selected shapes and the nature of yields of

different background components are summarized in
Table I.

The fit results are shown in Fig. 3. The fit qualities are

)(z/ndfﬂ+,[—,(+,(—,,o - 159 and Xz/ndfﬂJr”—K(;Ki”; = 126,

where ndf is the number of degrees of freedom. No
significant 7.(2S) signal is observed from this fit.

D. Upper limit on branching fraction

The product branching fraction of B(y(2S) —
e(28)) x B(.(2S) = a7z 7n,) is calculated as

N
B = sig . 5
Nyias) % (5  Bs + &5 x Ba) ®)

Here, N, is the upper limit on the signal yield, B; (B,) is
the branching fraction of . - K*K=2° (5. - KSK*nTF),
and &5 (g4) is the corresponding efficiency obtained with
MC simulation. Due to no significant signal being
observed, the upper limit on the product branching fraction

The selected shapes and the nature of yields of different background sources for5.(2S) — n*z7n,.. All simulated shapes are
‘@ Gaussian’ denotes that the simulated shapes are smeared with a Gaussian function

with parameters obtained from the corresponding y.; signal. The parameters of the Chebyshev polynomial function are free.

ne(28) =tz ne,n. - KTK7°

No. Source Shape Nature of yield

I w(28) = 11.(28),7.(28) —» xta KK~ 7° Eq. (3) Fixed at Nfyy (See Sec. Il B)
I w(2S) = vxe, )(cz - atn KTK n° Simulated shape @ Gaussian Floated

m w(2S) — (}/FSR) KK a° Simulated shape ® Gaussian Floated

v w(28) = 2%zt~ ;1L,;7L — KtK—7° Simulated shape Floated

\Y% w(2S) > ynta KtK™x The third-order Chebyshev function Floated

ne(28) = ztzne,n. — KSK*7¥

No. Source Shape Nature of yield

I w(2S) = y1.(28), 7. (ZS) —>rtr KOKizﬁ Eq. (3) Fixed at NEZk (See Sec. NI B)
I w(28) = vy e, )(Lz > n K"K« Simulated shape ® Gaussian Floated

I w(2S) —» (}/FSR) nKYK*n* Simulated shape ® Gaussian Floated

v w(2S) > yntn KOKiJﬁ Simulated shape Floated

07
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FIG. 3. The simultaneous fit to the distributions of (a) M*C(z "z~ K"K~ 2°) and (b) M (2t 2~ K§K*77T), and the magnified view of
the signal region on a logarithmic scale. The black dots with error bars are data, the red dotted lines are the signal, the green solid lines
are the background I, the blue solid lines are the background II, the purple solid lines are the background III, the brown solid lines are
other backgrounds IV 4 V in the left figure and IV in the right figure. The red solid lines are the total fit curves.

By (28) = yn.(28)) x B(n.(2S) =zt z7n.) at the 90% CL
is set using the Bayesian method [37]. First, we select the
case that gives the largest upper limit after considering
the additive systematic terms. Then, the obtained like-
lihood distribution as function of B(y(2S) — yn.(2S)) x
B(n.(2S) - ztn7n,) is smeared with a Gaussian function
with mean of 0 and width equal to the multiplicative
systematic uncertainty [38]. Figure 4 shows the normalized
likelihood distribution as a function of B(w(2S) —
.(2S)) x B(n.(2S) - ntx7y.) after incorporating the
systematic uncertainties. The upper limit on B(y(2S) —
.(2S)) x B(n.(2S) - ntz7n.) is determined to be
2.21 x 1073 at the 90% CL.

x10

Normalized likelihood

. 3 5 10"
BW(2S)-yn (29)xB(n.(2S)-»n*n"n.)

FIG. 4. Normalized likelihood versus B(y(2S) — y1.(25)) x
B(n.(2S) —» ntz7n,) after incorporating the systematic uncer-
tainties. The black arrow corresponds to the upper limit on the
product branching fraction at the 90% CL.

IV. MEASUREMENT OF 7, (2S) —» n*z~ K3K*#¥

A. Event selection

To investigate the 7.(2S) - "2~ K3K*zT decay, we
use almost the same selection criteria for y(2S) — yn.(2S5),
n.28) = ntxn., n.— KYK*x¥, as described in
Sec. III A, except for removing the #, mass window.
A 4C kinematic fit is performed under the ete™ —
ynta~ntaK*xF hypothesis, and y3- is required to be
less than 25. Similarly, a 3C kinematic fit is performed and
the four-momenta of daughter particles updated by the 3C
kinematic fit are used for further analysis.

B. Background analysis

The analysis of the inclusive MC sample shows that the
background events are mainly from w(2S) — yy.12,
Xein = mta KSKEaF,  w(2S) = (ypsp)n n” KOK*xT,
w(2S) - 2’7zt 2 K§K*2T, and other w(2S) decays with
pion or kaon misidentified.

The contribution of continuum production is estimated
with the data sample at /s = 3.650 GeV. Its yield is
normalized by a factor of 9.8 to account for the differences
in the integrated luminosities and cross sections at /s =
3.686 and 3.650 GeV. After normalization, the yield of the
continuum production is fixed to be Ny, = 2812.6 & 53.0.

C. Signal yield

The signal yield of 5.(2S) — 772~ K3K*77 is extracted
from an unbinned maximum likelihood fit to the
M(zta~ K3K*27T) distribution. In the fit, the .(25) signal
shape is described by Eq. (3) and the selected shapes and
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TABLEIIL. The selected shapes and the yield types of different background sources for 7. (2S) — z+ JT_KgK *77F. All simulated shapes
are derived from individual exclusive MC samples. ‘@ Gaussian’ denotes that the simulated shapes are smeared with a Gaussian
function with parameters obtained from the corresponding y..; signal. To reduce the influence of statistical fluctuations, the shape of the
continuum production has been smoothed via a fit with a Gaussian function and an ARGUS function.

No. Source Shape Nature of yield

I w(2S) = yxe xer = nnm KYKEnT Simulated shape ® Gaussian Floated

I w(2S) = vy xe = 7w KO K*nT Simulated shape Floated

I w(2S) = (ypsp)mt 7 I(OKinjF Simulated shape ® Gaussian Floated

v Continuum productlon Data @ 3.650 GeV Fixed at Nygo (Sec. IV B)
v w(2S) - 2’z = KK *EaF Simulated shape Floated

VI w(28) — yn*n‘KgKizﬁ Simulated shape Floated

VIl K/ misidentifications Simulated shape Floated

the nature of yields for different background components N’Slg

are summarized in Table II. Figure 5(a) shows the fit result By = N oo xe’ (6)

Ny,
and the relative pull distribution. The zoomed distribution wis)

of the fit result and the background-subtracted distribution
in the 77.(25) signal region is shown in Fig. 5(b). From this
fit, the signal yield of 7.(2S) — z*z KgK ™, N, is

obtained to be 3140 4 241. The statistical significance of
the signal is estimated to be 106 from \/—21In(Lyy,/ L)
taking into account the difference in the number of degrees
of freedom [39], where L, and Ly, are the likelihoods

with and without the signal, respectively, and the difference

where €' is the detection efficiency estimated by MC simu-
lation. The obtained results are shown in Table I11. The product
branching fraction B(w(2S) — y1.(2S)) x B(n.(2S) —

T~ KYK*77T) is determined to be (9.31 £ 0.72) x 107°.
Taking the B(w(2S) — y3.(25)) = (7 £ 5) x 10~* from the
PDG [14] as input, the branching fraction of 7.(25) —
7tn” KYK*zT is determined to be (1.33 £0.11) x1072,
where the uncertainty is statistical only.

in the number of degrees of freedom is 1.
V. SYSTEMATIC UNCERTAINTY

D. Branching fraction

The product branching fraction B(y(2S) — yn.(2S)) x
B(n.(2S) - nt2~KYK* ) is calculated as

A. Systematic uncertainty for 7,(2S) - z*z 1,

The sources of systematic uncertainties are divided into
two categories: additive and multiplicative terms.

T L T T L | L ‘ T T L [ T T T | L 700 = D —
Data = —e— Data 3
10 E i, Fizt‘ j 600 =— — Fit b —
< E T oo (a) E =3 = Signal (b) 3
2 F 180 a = —— Background I —
> —— Background I 500 = Back d -
5 10° — E ackground II -
S E Background IT E ) E —— Background IIT -
= E —— Background IIT = L2 400 F —— Background IV E
r —— Background IV - > E —— Background V + VI + VII 4 =
= 10° ff —— Background V + VI + VII = © 300 q. #338¢ —
% 3 == E
- v — -
2 10 = T ettt s
&8 3 ~ E T =
. ] 2 = e
1 s

= 5

B >

m

ANl

v /(1.5 MeV/c?)
AN B D O N RO

3.6 3.64 3.66 3.63 37
M(n* K gK*1%) (GeV/e?)

Rad ANTTIN
3
o f

Mttt KOK ) (GeV/cz)

FIG. 5. (a) Fit to the distribution of M3 (z"z~K{K*z¥) and the relative pull distribution. (b) Zoomed M3C(ztz~KYK*7F)
distribution and background residuals. The black dots with error bars are data, the red dotted lines are the signal, the blue solid lines are
the background I, the green solid lines are the background II, the purple solid lines are the background III, the brown solid lines are the
background IV, the gray solid lines are for the remaining background V + VI + VII, and the red solid lines are the total fit curves.

072017-6



SEARCH FOR ,(25) —» n*77q, ...

PHYS. REV. D 109, 072017 (2024)

TABLE III.

The signal yields, signal efficiencies, and product branching fractions (upper limit at 90% CL) for

w(2S) = yn.(2S) with 7.(2S) —» 27275, and n.(2S) > 72~ KYK* 2T,

’h(zS) deca}’ Me decay N(Sjia%a £ (%) Bmeasured
7:(28) = zta . ne = KK~ 7° 11.4 <2.21 x 1073
n. — KYK*nF 12.0
1(28) = zta KYK* 7 - 3140 + 241 12.4 (9.31 £0.72 £ 2.77) x 107

The additive systematic uncertainties arise from the
fit range, signal shape and background estimation. After
considering all possible variations, the one that yields
the largest upper limit is chosen as a conservative
approach.

(i) The systematic uncertainty arising from the fitrange is
determined by changing the invariant mass fit range
from [3.5,3.7) GeV/c* to [3.52,3.72] GeV/c?
and [3.51,3.71] GeV/c%.

The uncertainty associated with the #, signal shape
is estimated by changing the damping function from
Eq. (4) to an alternative one used by the CLEO
Collaboration [40], while #.(2S) mass is varied by
+1o. The systematic uncertainty caused by the
resolution difference between data and MC simu-
lation for 7.(2S) — z"n7n, is estimated by using
the control samples of y., — 77~ KTK 7° and
Xeo = nta K3K*nF. The obtained parameters of
the smeared Gaussian function are used to replace
those in the nominal one to describe the 7.(2S)
signal shape.

The systematic uncertainty due to the background
shape is estimated by altering from the third-order to
second-order Chebyshev polynomial function. The
correction factor f,,, is changed by +1¢ to evaluate
the systematic uncertainty due to FSR. The uncer-
tainty due to the peaking background is estimated by
varying the fixed background yields by *+1o.

The multiplicative systematic uncertainties apply to the
determination of efficiency and branching fraction. These
uncertainties include the following sources.

(i) The uncertainty of the total number of y(2S) events
in data is estimated to be 0.5% [41].

The systematic uncertainty due to the tracking
efficiency for charged tracks is determined to be
1.0% per track using the control samples of J/y —
xtn,J)w — pprta~ and J/y — K$K*aT +
c.c. [42].

The systematic uncertainty due to the photon de-
tection efficiency is 1.0% per photon, which is
determined from the control samples of J/y —
p°7° and ete — yy [43].

The systematic uncertainty due to the Kg
reconstruction is studied using control samples of
J/y — K**K¥ and J/y - ¢KIK*2F, and esti-
mated to be 1.0%.

(i)

(iii)

(i)

(iif)

(iv)

(v) Using a high purity control sample of J/y — z°pp,
the systematic uncertainty from the z° reconstruction
is assigned to be 1.0% [44].
The systematic uncertainty associated with the
kinematic fit is assigned as the difference between
the detection efficiencies before and after the
helix parameter corrections [45] in the MC simu-
lation, which are 2.0% for 75.(2S) - ="z 1.,
n. — KSK*aF, and 2.5% for n.(2S) - =zt n,.
ne = Kt*K=z°.
To evaluate the systematic uncertainty due to the
J/w veto, we vary the requirement on the recoil
mass of 7tz~ by 410 MeV/c%. The maximum
deviation in the measured branching fraction is
taken as the systematic uncertainty.
The systematic uncertainty arising from the 7, mass
window is estimated by adjusting the mass window
by 410 MeV/c% The maximum difference in the
branching fraction with respect to the nominal value
is taken as the systematic uncertainty.
To evaluate the systematic uncertainty due to the @
veto, we change the mass window of @ by
+1 MeV/c?. The maximum deviation in the mea-
sured branching fraction is taken as the systematic
uncertainty.
The uncertainties from the branching fractions of
w(28) > n.(2S),n.— K K=z’ and ., — KSK*7F
quoted from the PDG are 71.4% [14], 13.6% and
11.2% [33], respectively.

Table IV summarizes the multiplicative systematic
uncertainties. The combined relative systematic uncertainty
is calculated by [46]

(vi)

(vii)

(viii)

(ix)

x)

i V (@18)) + (0285)? + 2w,02p1,5,5%
O-Sl.]m - ’
W) + Wy

(7)

where @, and w, are B(n, - KTK™2°) x &3 and
B(n. — KYK*7F) x g4, 6| and &) are the corresponding
multiplicative uncertainties for 7.(2S) - #7775, 1. —
K*K~=z° and 5, — KSK*7T, respectively. The correlation
coefficiency p;, is taken as O for those items that are
uncorrelated between the two decay modes of 7.(25) —
zta .. > K"K 7% and 5, > KYK*x¥, including 7,
mass window, Kg reconstruction, J/w veto, w veto, and
branching faction of 7, decay. For other systematic effects
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TABLE IV. Multiplicative systematic uncertainties (in %) in the measured branching fraction for

nL(ZS) - ﬂ+”_}7(r-

ne(28)—>a* 7.,

1.(28)—=nt 7.,

Source n.— KSK*n¥ ne = KK~ 7° Olum
Ny 2s) 0.5 0.5 0.5
Tracking 6.0 4.0 54
Photon reconstruction 1.0 3.0 1.6
K reconstruction 1.0 0.7
7° reconstruction e 1.0 0.3
Kinematic fit 2.0 2.5 2.1
J/w veto 4.4 4.0 33
n. mass window 4.0 4.0 3.1
w veto e 0.1 0.03
1, decay 11.2 13.6 8.9
Total 14.2 15.8 11.7
B(w(2S) = yn.(25)) 71.4

that are correlated between these two decay modes, p;, is
taken as 1. Finally, the total combined systematic uncer-
tainty oy, is assigned as

Osum — Z(Géum)zﬁ (8)

which is listed in the last column in Table IV.

B. Systematic uncertainty for 7,(2S) - z*n~ KYK*n*F

The systematic uncertainties in the measurement of the
branching fraction of 7,.(2S) — z*7z~KSK*xT are sum-
marized in Table V.

The systematic uncertainties due to the tracking effi-
ciency, photon reconstruction, K(S’ reconstruction, total
number of y(2S) events, kinematic fit, J/y veto, fit range,
and signal shape are estimated with the same methods
introduced in Sec. VA.

The systematic uncertainties due to the background
estimation are estimated by changing the correction factor

TABLE V. Relative systematic uncertainties (%) in the
measurement of the product branching fraction B(w(2S) —
71.(28)) x B, (28) — 7 nK9K*7%).

Source Uncertainty
Tracking 6.0
Photon reconstruction 1.0
K reconstruction 1.0
Kinematic fit 2.0
J/y veto 3.8
Fit range 3.8
Signal shape 18.9
Background estimation 21.5
Total 29.8

Sfeor DY £1o, changing the parametrization of continuum
background, and changing the model of the cross-section
dependence on the center-of-mass energy.

VI. SUMMARY

Based on (27.12 4 0.14) x 103 y(2S) events collected
by the BESIII detector, we search for 7.(2S5) - #7775,
with 7. - K9K*2F and . > KTK~z° No significant
signal of 7.(2S) - z"z7y. is observed, and the upper
limit on the product branching fraction B(y(2S) —
m.(2S)) x B(n.(2S) - ntz7n.) is determined to be
2.21 x 107> at the 90% CL. In addition, we present the
first observation of 7.(25) — z* 2~ KYK*z¥ with a stat-
istical significance of 10c. The branching fraction of
1.(28) = nta KSK*aT is measured to be (1.33+
0.11 0.4 +£0.95)x1072, where the first and second
uncertainties are statistical and systematic, respectively,
and the third uncertainty is from the quoted branching
fraction of w(2S) — yn.(2S) [14]. The obtained result is
consistent with our previous measurement [17], but with
improved precision.
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