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Abstract

In the present paper we define and investigate a novel class of distributions on the simplex, termed normalized infinitely divisible distributions, which includes the Dirichlet distribution. Distributional properties and general moment formulae are derived. Particular attention is devoted to special cases of normalized infinitely divisible distributions which lead to explicit expressions. As a by–product also new distributions over the unit interval and a generalization of the Bessel function distribution are obtained.
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1. Introduction

The Dirichlet distribution on the simplex is motivated by the well–known Dirichlet integral and arises in a variety of probabilistic and statistical contexts. These include Bayesian analysis, order statistics, limit laws, statistical genetics, Pearson systems of curves, nonparametric inference, distribution–free tolerance intervals, reliability theory, probability inequalities, multivariate analysis, characterization problems, stochastic processes and other areas. In order to define the Dirichlet distribution, let us consider a collection of random variables (r.v.) \(X_1, \ldots, X_n\) which are assumed to be independent and distributed according to a gamma distribution with parameters
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\((\alpha_1, 1), \ldots, (\alpha_n, 1)\), respectively, being \(\alpha_i > 0\) the shape parameters for \(i = 1, \ldots, n\). Then, by defining the r.v. \(W := X_1 + \cdots + X_n\), the Dirichlet distribution with parameter \((\alpha_1, \ldots, \alpha_n)\) is defined as the distribution of the random vector \((P_1, \ldots, P_n) := (X_1/W, \ldots, X_n/W)\) on the \((n-1)\)-dimensional simplex \(\Delta^{(n-1)} := \{(p_1, \ldots, p_{n-1}) : p_i > 0, i = 1, \ldots, n-1, \sum_{i=1}^{n-1} p_i \leq 1\}\).

In other terms, the Dirichlet distribution is definable via a “normalization” operation as the joint distribution of a set of independent r.v. distributed according to a gamma distribution divided by their sum.

The Dirichlet distribution represents one of the most widely studied distributions over the last century. The reason for its popularity can be mainly traced back to its mathematical tractability: however, this also implies some constraints in terms of flexibility, which constitute a limitation in some of its numerous applications. Therefore, various approaches for constructing distributions on the simplex have been undertaken with the aim of overcoming some of the drawbacks of the Dirichlet distribution. For instance, in the context of the analysis of compositional data, which are subject to nonnegativity and constant-sum constraints, and in Bayesian analysis we mention the scaled Dirichlet distribution [2], the generalized logistic–normal distribution [3], the Liouville distribution and its various generalizations (see [30] and references therein), the generalized Dirichlet distribution [8, 17, 18], the grouped Dirichlet distribution [26], the nested Dirichlet distribution [27, 33] and the Dirichlet tree distribution usually also known as the hyper–Dirichlet distribution [9, 10]. In the present paper we propose an alternative approach to the problem of defining distributions on the simplex by resorting to the above mentioned “normalization” approach. Such an approach has been fruitfully introduced in [31] for the definition of random probability measures for Bayesian nonparametric inference (see, e.g., [28, 19, 22, 14, 20, 15] for following developments).

Let us consider a r.v. \(X\) distributed according to a gamma distribution with parameter \((\alpha, 1)\); it is well–known that the gamma distribution is infinitely divisible (ID), i.e for any \(n \in \mathbb{N}\) there exists a collection of independent and identically distributed r.v. \(Y_1, \ldots, Y_n\) such that \(X \overset{d}{=} Y_1 + \cdots + Y_n\) or, alternatively, the r.v. \(X\) can be “separated” into the sum of an arbitrary number of independent and identically distributed r.v. In particular, according to the Lévy–Khintchine representation theorem for ID distributions, the Laplace transform of the gamma distribution with parameter \((\alpha, 1)\) coincides with

\[
E \left[ e^{-uX} \right] = \exp \left\{ -\alpha \int_0^{\infty} \left( 1 - e^{-ux} \right) \frac{e^{-x}}{x} dx \right\} = (1 + u)^{-\alpha} \quad u \geq 0,
\]
where $\alpha x^{-1}e^{-x}dx$ is the so–called Lévy measure and it completely characterizes the gamma distribution. See the comprehensive and stimulating monograph [32] and references therein. At this stage we are in a position to describe the main purpose of the present paper, that is, the generalization of the “normalization” approach applied for defining the Dirichlet distribution to cases in which the gamma r.v. are replaced by arbitrary positive ID r.v.

In other terms, we consider a collection of positive r.v. $X_1, \ldots, X_n$ which are assumed to be independent and distributed according to, not necessarily coinciding, ID distributions. The Laplace transform of each $X_i$ can be represented canonically via the Lévy–Khintchine representation as

$$
E[e^{-uX_i}] = \exp\left\{-\Psi_i(u)\right\} = \exp\left\{-\int_0^\infty (1-e^{-ux})\nu_i(dx)\right\}, \quad u \geq 0,
$$

where $\Psi_i$ is typically referred to as Laplace exponent and the Lévy measure $\nu_i$ is any nonnegative Borel measure satisfying the condition

$$
\int_0^\infty \min(1,x)\nu_i(dx) < \infty
$$

which completely characterizes the distribution of the r.v. $X_i$, for each $i = 1, \ldots, n$. Thus, by defining the r.v. $W := X_1 + \cdots + X_n$, the “normalization” approach yields a wide class of distributions over $\Delta^{(n-1)}$ for the random vector $(P_1, \ldots, P_n) := (X_1/W, \ldots, X_n/W)$. In particular, each of these distributions is completely characterized by the corresponding collection of Lévy measures $\{\nu_1, \ldots, \nu_n\}$. We term this class of distributions the normalized ID (NID) distributions.

The class of NID distributions represents a natural extension of the Dirichlet distribution, which can be recovered as special case of NID distributions by assuming the collection of Lévy measures to be $\nu_i(dx) = \alpha_i x^{-1}e^{-x}dx$ for $i = 1, \ldots, n$. Further important examples of NID distributions, which have found important applications in Bayesian theory, are the normalized inverse–Gaussian distribution [22], the normalized 1/2–stable distributions [5] and the normalized tempered stable distribution [21, 24].

Our main aim is to investigate the class of NID distributions in terms of their distributional properties and to provide general moment formulae. Specifically, the key tools exploited for deriving the results are given by Gurland’s inversion formula for characteristic functions [16] and the Faà di Bruno formula which allows to obtain expressions in terms of partial Bell polynomials [7]. As an application of the general results, some interesting examples of NID distributions are considered by combining three well–known ID
distributions: the gamma distribution, the positive 1/2–stable distribution
and the inverse–Gaussian distribution. These lead to relatively simple and
tractable expressions, which are readily exploitable in applications. Follow-
ing these guidelines, in Section 2 we state the definition of NID distribution,
investigate properties of the corresponding distribution and provide general
moment formulae. In Section 3 interesting special cases of NID distribu-
tions are analyzed in detail. As a by–product also new distributions over
the unit interval and a generalization of the Bessel function distribution are
obtained.

2. Normalized infinitely divisible distributions

Relying on the “normalization” concept briefly described in Section 1,
we start by stating the formal definition of NID distribution on the simplex.

Definition 1. Let \( X_1, \ldots, X_n \) be a collection of independent strictly pos-
itive ID r.v. and \( W := X_1 + \cdots + X_n \). A normalized infinitely divis-
ible (NID) distribution is defined as the distribution of the random vector
\( (P_1, \ldots, P_n) := (X_1/W, \ldots, X_n/W) \) on the simplex \( \Delta^{(n-1)} := \{(p_1, \ldots, p_{n-1}) : p_i > 0, i = 1, \ldots, n-1, \sum_{i=1}^{n-1} p_i \leq 1\} \).

It is important to note that since the r.v. \( X_1, \ldots, X_n \) are uniquely iden-
tified by their Lévy measures \( \nu_1, \ldots, \nu_n \), also a NID distribution is charac-
terized by the collection of Lévy measures \( \nu_1, \ldots, \nu_n \), although it is clearly
not ID anymore. Nonetheless, the relation to the underlying ID r.v. allows
to derive properties of NID distributions directly in terms of the underly-
ing Lévy measures \( \nu_1, \ldots, \nu_n \). The assumption of strict positivity of the r.v.
\( X_1, \ldots, X_n \) restated in terms of the corresponding Lévy measures boils down
to requiring \( \int_{[0,\infty)} \nu_i(dx) = \infty \) (see, e.g., [31]). In fact, for the normalization
operation to be well defined, at least one of the \( X_i \)'s needs to be strictly
positive. For simplicity, we assume all \( X_i \)'s to be strictly positive.

2.1. Distributions

In the sequel we restrict our attention to NID distributions based on r.v.,
which are absolutely continuous w.r.t. the Lebesgue measure on \( \mathbb{R} \). In this
way, any NID distribution admits a probability density function (p.d.f.) on
the \((n-1)\)-dimensional simplex \( \Delta^{(n-1)} \) which is absolutely continuous w.r.t.
the Lebesgue measure on \( \mathbb{R}^{n-1} \). In order to investigate the distribution of
a NID r.v. \( (P_1, \ldots, P_n) \) we can distinguish two different scenarios with
respect to the existence of a closed–form expression for the p.d.f. of the
corresponding ID r.v. $X_1, \ldots, X_n$. If the p.d.f. of the r.v. $X_i$, denoted by $f_i$, admits a closed–form expression for every $i = 1, \ldots, n$ then, the p.d.f. of the corresponding NID random vector $(P_1, \ldots, P_n)$ can be obtained by a simple transformation procedure. In particular, if $h$ denotes the p.d.f. of $(P_1, \ldots, P_{n-1}, W)$, one has

$$g(P_1, \ldots, P_n)(p_1, \ldots, p_{n-1}) = \int_0^\infty h(p_1, \ldots, p_{n-1}, w) dw = \int_0^\infty \prod_{i=1}^{n-1} f_i(p_i w) f_n \left( w - \sum_{i=1}^{n-1} p_i w \right) w^{n-1} dw. \quad (1)$$

**Example.** As an illustrative example let us consider the case of $X_1, \ldots, X_n$ having positive stable distribution. By $X \sim St(\gamma, c)$ we denote a r.v. distributed according to a $\gamma$–stable distribution with parameter $(\gamma, c)$, where $\gamma \in (0, 1)$ and $c > 0$ is the shape parameter. In general, the p.d.f. of a $\gamma$–stable r.v. does not admit a closed–form expression for its p.d.f. A notable exception is represented by the case $\gamma = 1/2$ for which the p.d.f. is given by

$$f_X(x) = \frac{c}{(2\pi)^{1/2}} e^{-\frac{c^2}{2} x^2} \mathbb{1}_{\mathbb{R}^+}(x).$$

For later use, observe that the $1/2$–stable distribution coincides with the inverted gamma distribution with parameter $(1/2, c)$. Now, consider the NID distribution, termed normalized $1/2$-stable distribution, arising by considering independent r.v. $X_1, \ldots, X_n$ such that $X_i \sim St(\gamma, c_i)$ for $i = 1, \ldots, n$. A straightforward application of (1) yields

$$g(P_1, \ldots, P_n)(p_1, \ldots, p_{n-1}) = \frac{\Gamma(n/2)}{\pi^{n/2}} \prod_{i=1}^n c_i \prod_{i=1}^{n-1} p_i^{-\frac{n-1}{2}} \left( 1 - \sum_{i=1}^{n-1} p_i \right)^{-\frac{n-1}{2}} \left( \sum_{i=1}^{n-1} p_i^2 \right)^{-\frac{n}{2}}, \quad (2)$$

a distribution first obtained in [5], which represents an interesting special case of NID. □

The second more complicated scenario is represented by the case of $X_i$ not admitting a closed–form p.d.f. for some (or every) $i = 1, \ldots, n$. In such a case, based on the only knowledge of the Lévy measures $\nu_i$ for $i = 1, \ldots, n$, one can still derive an expression for the marginal density of $P_i$ or of a linear functional of $P_i$, i.e. $\sum_{i=1}^n f(y_i) P_i$, where $y_1, \ldots, y_n$ can be interpreted as the “locations” on which the $P_i$’s sit with $f$ being a measurable real–valued function. In particular, by adapting arguments of [31] we have the following proposition which yields the cumulative distribution function (c.d.f.) of $P_j$ expressed in terms of the underlying Lévy measures.
Proposition 1 If \((P_1, \ldots, P_n)\) has NID distribution characterized by the Lévy measures \(\nu_1, \ldots, \nu_n\), then

\[
P(P_j \leq y) = \frac{1}{2} - \frac{1}{\pi} \lim_{T \to \infty} \int_0^T \frac{1}{t} \exp \left\{ \sum_{1 \leq i \neq j \leq n} \int_0^\infty \cos(-tv - 1)\nu_i(dv) \right\}
\]

\[
\times \exp \left\{ \int_0^\infty \cos(tv(1 - y) - 1)\nu_j(dv) \right\}
\]

\[
\times \sin \left( \sum_{1 \leq i \neq j \leq n} \int_0^\infty \sin(-tv)\nu_i(dv) + \int_0^\infty \sin(tv(1 - y))\nu_j(dv) \right) \, dt.
\]

Example (continued). Consider again the case of the NID distribution based on stable r.v. but, instead of fixing \(\gamma = 1/2\), we face the general case of \(\gamma \in (0, 1)\). In such a case the p.d.f. of the \(X_i\) is not available in closed form. However, the Laplace transform still has a particularly simple expression. In fact, if \(X \sim \text{St}(\gamma, c)\), then, using a slightly different parametrization than the usual for coherence with following developments, the corresponding Lévy measure is given by \(\nu(dv) = c\sqrt{2\pi v^{1+\gamma}} \, dv\) and the Laplace transform has exponent given by

\[
\Psi_{\text{St}(\gamma, c)}(u) = \frac{c \Gamma(1 - \gamma)}{\sqrt{2\pi\gamma}} \, u^\gamma.
\]

We can now derive the c.d.f. of \(P_j\) for a NID distribution based on \(n\) independent r.v. \(X_i \sim \text{St}(\gamma, c_i)\). By applying Proposition 1, noting the absolute integrability in \([M, \infty)\) of the integrand in (3) and some tedious algebra one obtains that

\[
P(P_j \leq y) = \frac{1}{2} - \frac{1}{\pi\gamma} \arctan \left( \frac{(1 - y)^\gamma c_j - y^\gamma \sum_{i \neq j} c_i}{(1 - y)^\gamma c_j + y^\gamma \sum_{i \neq j} c_i \tan \frac{\pi\gamma}{2}} \right),
\]

which represents a surprisingly simple expression. Expressions for other examples of NID distributions can be obtained by simple plug-in of a set a Lévy measures into (3). \(\square\)

2.2. Moments

We now turn our attention to the derivation of moment formulae for general NID distributions: in deriving such results we rely only on the knowledge of the Lévy measures characterizing a NID distribution and, therefore, they can be applied to both scenarios highlighted above. Let us start from the first moment.
Proposition 2 If \((P_1, \ldots, P_n)\) has NID distribution characterized by the Lévy measures \(\nu_1, \ldots, \nu_n\), then
\[
E[P_j] = \int_0^\infty \left( \frac{d}{du} \Psi_j(u) \right) e^{-\sum_{i=1}^n \Psi_i(u)} du,
\]
where \(\Psi_i(u) := \int_0^\infty (1 - e^{-uv}) \nu_i(dv)\) is the Laplace exponent of the r.v. \(X_i\).

In order to derive the \(r\)–th moment of the r.v. \(P_j\), for any \(r \in \mathbb{N}\), one can exploit arguments similar to those used in Proposition 2, which lead to
\[
E[P_j^r] = \frac{(-1)^r}{\Gamma(r)} \int_0^\infty u^{r-1} \left( \frac{d^r}{du^r} \Psi_j(u) \right) e^{-\sum_{i=1}^n \Psi_i(u)} du. \tag{6}
\]

Moreover, the \(r\)–th centered moment of \(P_j\) is
\[
E[P_j - E[P_j]]^r \tag{7}
\]
\[
= \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_0^\infty \left( \frac{d}{du} \Psi_j(u) du \right) e^{-\sum_{i=1}^n \Psi_i(u)} \right)^l 
\times \frac{(-1)^{r-l}}{\Gamma(r-l)} \int_0^\infty u^{r-l-1} \left( \frac{d^{r-l}}{du^{r-l}} \Psi_j(u) \right) e^{-\sum_{1 \leq i \neq j \leq n} \Psi_i(u)} du.
\]

Significant simplifications of the expressions for the moment formulae (6) and (7) can be obtained by using the Faá di Bruno formula (see [7, Section 3.4]). Indeed, by the Faá di Bruno formula, one has
\[
\frac{d^r}{du^r} e^{-\Psi_j(u)} = e^{-\Psi_j(u)} \sum_{s=1}^{r} \frac{1}{s!} \sum_{(r_1, \ldots, r_s) \in D_{r,s}} \frac{r!}{r_1! \cdots r_s!} \prod_{i=1}^s \frac{d^{r_i}}{du^{r_i}} (-\Psi_j(u)) \tag{8}
\]
with \(D_{r,s}\) being the set of indexes \((r_1, \ldots, r_s) \in \{1, \ldots, r\}^s\) such that \(1 \leq r_i \leq s\) and \(\sum_{i=1}^s r_i = r\). Moreover, note that
\[
B_{r,s}(w_\bullet(u)) := \frac{1}{s!} \sum_{(r_1, \ldots, r_s) \in D_{r,s}} \frac{r!}{r_1! \cdots r_s!} \prod_{i=1}^s \frac{d^{r_i}}{du^{r_i}} (-\Psi_j(u))
\]
is the \((r,s)\)–th partial Bell polynomial (see [7]) with weight sequence \(w_\bullet(u) := \{w_i(u), i \geq 1\}\) such that \(w_i(u) := d^i/du^i(-\Psi_j(u))\). Therefore, by applying (8) to the moment formulae (6) and (7) we obtain the following alternative result.
Proposition 3 If \((P_1, \ldots, P_n)\) has NID distribution characterized by the Lévy measures \(\nu_1, \ldots, \nu_n\), then
\[
E[P_j^r] = \frac{(-1)^r}{\Gamma(r)} \sum_{s=1}^{n} \int_{0}^{\infty} u^{r-1} e^{-\sum_{i=1}^{n} \Psi_i(u)} B_{r,s}(w(u))du
\]
and
\[
E[P_j - E[P_j]^r
\]
\[
= \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_{0}^{\infty} \left( \frac{d}{du} \Psi_j(u) \right) e^{-\sum_{i=1}^{n} \Psi_i(u)} du \right)^l
\]
\[
\times \frac{(-1)^{r-l}}{\Gamma(r-l)} \sum_{s=1}^{n} \int_{0}^{\infty} u^{r-l-1} e^{-\sum_{i=1}^{n} \Psi_i(u)} B_{r-l,s}(w(u))du.
\]

For ease of notation, in the following we indicate the \(r\)-th and \(r\)-th centered moments of the r.v. \(P_j\) by \(\mu_{j,r}\) and \(\bar{\mu}_{j,r}\), respectively. Using (9) and (10) one can easily obtain general formulae for the mean, the variance or any other quantity related to the moments of \(P_j\). An interesting subclass of NID distributions corresponds to the case of independent r.v. \(X_1, \ldots, X_n\) with the same ID distribution and, moreover, differing solely in their shape parameter. For instance, the \(\gamma\)-stable NID considered in the previous example belongs to this class. Such a subclass essentially corresponds to the framework of [19]: therefore, as a particular case of Proposition 3, we obtain, on the one hand, the formulae for the mean, variance and skewness of [19, Proposition 1] and, on the other hand, new formulae for all higher order moments. This special class of NID distributions is further discussed in Section 3.6 in relation to Bayesian nonparametric inference.

Example (continued). Considering again the case of the normalized \(\gamma\)-stable distribution, i.e. the NID distribution based on \(X_i \sim St(\gamma, c_i)\) for \(i = 1, \ldots, n\), one obtains the simple expressions
\[
E[P_j] = \frac{c_j}{c}
\]
\[
\text{Var}(P_j) = \frac{c_j(c - c_j)}{c^2} (1 - \gamma)
\]
\[
\gamma_1(P_j) = \frac{c - 2c_j}{2\sqrt{c_j(c - c_j)}} \frac{2 - \gamma}{\sqrt{(1 - \gamma)}}
\]
having set \(c = \sum_{i=1}^{n} c_i\) and denoted by \(\gamma_1\) the skewness. Moreover, one can determine also quantities related to higher order moments. For instance,
if one is interested in the kurtosis \( \kappa(P_j) = \frac{\bar{\mu}_j^A}{(\text{Var}(P_j))^2} \), some simple algebra leads to

\[
\kappa(P_j) = \gamma + \frac{3}{\gamma - 1} + \frac{c^2(\gamma - 2)(\gamma - 3)}{6c_j(e - c_j)(1 - \gamma)}.
\]

□

3. Applications to special cases

In this section we consider some interesting special cases of NID distributions and show how the results of Section 2 can be applied in order to derive explicit distributions and moment formulae. We focus on three ID distributions: the gamma distribution, the \( 1/2 \)--stable distribution and the inverse–Gaussian distribution.

Before proceeding we recall their main features also in order to fix the notation. We denote by \( X \sim \text{Ga}(\alpha, \gamma) \) a r.v. distributed according to a gamma distribution with parameter \((\alpha, \gamma)\), with \(\alpha\) and \(\gamma\) denoting the shape and scale parameters, respectively. The corresponding p.d.f. is

\[
f_X(x) = \frac{\gamma^\alpha}{\Gamma(\alpha)} e^{-\gamma x} x^{\alpha - 1} 1_{\mathbb{R}^+}(x).
\]

Moreover, recall that its Lévy measure is \( \nu(dv) = \alpha v^{\alpha - 1} e^{-\gamma v} dv \) and denote by \( \Psi_{\text{Ga}(\alpha, \gamma)} \) its Laplace exponent in (1) which is given by

\[
\Psi_{\text{Ga}(\alpha, \gamma)}(u) = \alpha \log \left(1 + \frac{u}{\gamma}\right).
\] (11)

Recall, from the example in Section 1, that \( X \sim \text{St}(\gamma, c) \) denotes a \( \gamma \)--stable r.v. with parameter \((\gamma, c)\), which for \( \gamma = 1/2 \) admits a closed form p.d.f. given by \((2.1)\). The corresponding Laplace exponent is obtained from (4) by setting \( \gamma = 1/2 \) yielding

\[
\Psi_{\text{St}(1/2, c)}(u) = c(2u)^{1/2}.
\] (12)

Finally, we denote by \( X \sim \text{IG}(\lambda, \theta) \) a r.v. distributed according to an inverse–Gaussian distribution with parameter \((\lambda, \theta)\), with \(\lambda\) and \(\theta\) denoting the shape and scale parameters, respectively. The corresponding p.d.f. is given by

\[
f_X(x) = \frac{\lambda}{(2\pi)^{1/2}} e^{\theta x} \left(\frac{\lambda^2 + \theta^2 x}{\lambda^2}\right)^{-\frac{3}{2}} 1_{\mathbb{R}^+}(x).
\]
The Lévy measure of \( X \sim IG(\lambda, \theta) \) is \( \nu(dv) = \lambda(2\pi)^{-1/2} v^{-1-\gamma} e^{-\frac{1}{2} \theta^2 v} dv \) and the corresponding Laplace exponent coincides with

\[
\Psi_{IG(\lambda,\theta)}(u) = \lambda(2u + \theta^2)^{\frac{1}{2}} - \theta \lambda. \tag{13}
\]

If \( \theta = 0 \), we recover the \( \gamma \)-stable distribution with parameter \((1/2, \lambda)\).

**Remark 1.** All three distributions above are special cases of the generalized inverse–Gaussian distribution with parameter \((\alpha, \lambda, \theta)\), which is an absolutely continuous r.v. with p.d.f.

\[
f_X(x) = \left(\frac{\theta}{\lambda}\right)^\alpha \frac{1}{2K_\alpha(\lambda \theta)} x^{\alpha-1} e^{-\frac{1}{2} (\lambda^2 x^{-1} + \theta^2 x)} 1_{\mathbb{R}^+}(x)
\]

where \( K_r \) is the modified Bessel function of the third kind with index \( r \in \mathbb{R} \) and \( \alpha \in \mathbb{R}, \lambda, \theta \in \mathbb{R}^{-} \) and such that \( (\lambda, \theta) \neq (0, 0) \). The Laplace exponent of a r.v. \( X \sim GIG(\alpha, \lambda, \theta) \) is given by

\[
\Psi_{GIG(\alpha,\lambda,\theta)}(u) = \log \left( \frac{K_\alpha(\lambda \theta)}{K_\alpha(\lambda(2u + \theta^2)^{1/2})} \left(\frac{\theta}{\lambda}\right)^{-\alpha} \left(\frac{2u + \theta^2}{\lambda^2}\right)^{\frac{\alpha}{2}} \right).
\]

The gamma distribution with parameter \((\alpha, \theta^2/2)\) corresponds to a \(\text{GIG}(\alpha, 0, \theta)\). Moreover, the inverse–Gaussian distribution with parameter \((\lambda, \theta)\) can be recovered as \( X \sim GIG(\alpha, \lambda, \theta) \) by setting \( \alpha = -1/2 \) and the \(1/2\)-stable distribution by further setting \( \theta = 0 \). \( \square \)

### 3.1. Classification of NID distributions

Definition 1 leaves quite some freedom in the construction of a NID distribution and, hence, it is useful to identify subclasses of NID distributions according to the structure of the r.v. \( X_1, \ldots, X_n \) in terms of which a NID distribution is defined. For our purposes, it is useful to distinguish two main setups: (i) for some fixed \( k \in \{1, \ldots, n\} \), the r.v. \( X_1, \ldots, X_k \) follow the same positive ID distribution, while the r.v. \( X_{k+1}, \ldots, X_n \) follow another positive ID distribution; if \( k = n \), then the second set of r.v. vanishes by convention; (ii) the r.v. \( X_1, \ldots, X_n \) follow the same positive ID distribution therefore representing the special case of (i) corresponding to \( k = n \). In both cases all parameters (not only the shape parameters) of the involved classes of ID distributions are allowed to differ.

In particular, let us first focus on setup (i): let \( F_1 \) and \( F_2 \) be two different positive ID distributions with vectors of parameters \( c_1 \) and \( c_2 \), respectively, chosen among the three notable above mentioned distributions.
Hence, $X_1, \ldots, X_n$ is a collection of independent r.v. such that, for some fixed $k \in \{1, \ldots, n\}$, $X_i$ has distribution $F_1$ with parameters $c_{1,i}$ for $i = 1, \ldots, k$ and $X_i$ has distribution $F_2$ with parameters $c_{2,i}$, for $i = k + 1, \ldots, n$. Exploiting collections of r.v. $X_1, \ldots, X_n$ structured in this way, from Definition 1 we obtain three new interesting NID, namely:

(A) NID distributions based on $1/2$–stable and inverse–Gaussian r.v.;

(B) NID distributions based on gamma and inverse–Gaussian r.v.;

(C) NID distributions based on gamma and $1/2$–stable r.v.

For each of the three NID distributions we derive the p.d.f. and some moment formulae. Moreover, as an illustration, we consider the problem of estimating the success probability in a binary experiment in Bayes framework and derive the corresponding explicit Bayes estimators. These represent alternatives to the usually exploited estimator corresponding to the conjugate beta prior choice. Specifically, let $\{Y_n, n \geq 1\}$ be an exchangeable sequence taking value in $\{0, 1\}^\infty$: by de Finetti’s representation theorem, there exists a r.v. $p$ taking values in $(0, 1)$ such that conditionally on $p$, the r.v. $Y_i$ are independent and identically distributed according to a Bernoulli distribution with parameter $p$. In a Bayesian setup, the distribution of $p$ is commonly referred to as a “prior” distribution and, given a sample $Y_1, \ldots, Y_n$, interest relies in determining a Bayes estimator for $p$, which, for a quadratic loss function, coincides with $E[p|Y_1, \ldots, Y_n]$. We provide such an estimator assuming $p$ is distributed according to one of the three NID distributions listed above.

We then focus on Case (ii) and, specifically, when the r.v. $X_1, \ldots, X_n$ are gamma distributed but with different both scale and shape parameters. Finally, some known NID distributions are recalled: these correspond to the very special case of $X_1, \ldots, X_n$ having the same ID distribution and, moreover, differing only in their shape parameters.

3.2. Normalized $1/2$–stable and inverse–Gaussian distributions

For any $n \in \mathbb{N}$ and fixed $k \in \{1, \ldots, n\}$, let us consider $n$ independent r.v. $X_1, \ldots, X_n$ such that $X_i \sim \text{St}(1/2, c_i)$ for $i = 1, \ldots, k$ and $X_i \sim \text{IG}(\lambda_i, \theta_i)$ for $i = k + 1, \ldots, n$. Since the p.d.f. of the r.v. $X_1, \ldots, X_n$ are known, the p.d.f. of the NID random vector $(P_1, \ldots, P_n)$ is obtained by applying (1). In fact, some algebra and formula 3.471.9 in [13] lead to

$$g(P_1, \ldots, P_n | P_1, \ldots, P_{n-1}) = 2 \prod_{i=1}^{k} \frac{c_i}{(2\pi)^{1/2}} \prod_{i=k+1}^{n} \frac{\lambda_i}{(2\pi)^{1/2}} e^{\theta_i \lambda_i}$$

(14)
obtained by applying Proposition 3. In particular, define

\[
\frac{1}{p_i} \sim (1 - |p|)^{-\frac{3}{2}} \left( \frac{C_1(p_1, \ldots, p_{n-1})}{L_1(p_1, \ldots, p_{n-1})} \right)^{-\frac{2}{3}} \times K_{-n/2} \left( \frac{C_1^2(p_1, \ldots, p_{n-1})L_1^2(p_1, \ldots, p_{n-1})}{(p_1, \ldots, p_{n-1})} \right) 1_{\Delta(n-1)}(p_1, \ldots, p_{n-1}),
\]

where \( |p| := \sum_{i=1}^{n-1} p_i \), \( K_\nu \) denotes the modified Bessel function of the third kind with index \( \nu \in \mathbb{R} \) and, moreover, we set

\[
C_1(p_1, \ldots, p_{n-1}) := \sum_{i=1}^{k} c_i^2 + \sum_{i=k+1}^{n-1} \frac{\lambda_i^2}{p_i} + \frac{\lambda_n^2}{1 - |p|},
\]

\[
L_1(p_1, \ldots, p_{n-1}) := \sum_{i=k+1}^{n-1} \theta_i^2 p_i + \theta_n^2 (1 - |p|).
\]

The same idea can be used for constructing new distributions over the unit interval, which obviously correspond to NID distributions with \( n = 2 \). Hence, let \( X_1 \) and \( X_2 \) be two independent r.v. such that \( X_1 \sim \text{St}(1/2, c) \) and \( X_2 \sim \text{IG}(\lambda, \theta) \). The distribution of the NID r.v. \( P := X_1/(X_1 + X_2) \) is then given by

\[
g_P(p) = \frac{e^{\lambda c \theta}}{\pi p^{3/4}(1-p)^{3/4}} \left( \frac{C_1(p)}{L_1(p)} \right)^{-\frac{3}{4}} K_{-1/4} \left( \frac{C_1^2(p)L_1^2(p)}{L_1^2(p)} \right) 1_{(0,1)}(p),
\]

with \( C_1(p) := c^2 p^{-1} + \lambda^2 (1-p)^{-1} \) and \( L_1(p) := \theta^2 (1-p) \). Moment formulae for a NID random vector, whose distribution admits density (14), can be obtained by applying Proposition 3. In particular, define

\[
S_1(u) := (2u)^{1/2} \sum_{i=1}^{k} c_i + \sum_{i=k+1}^{n} \lambda_i \left( (2u + \theta_i^2)^{1/2} - \theta_i \right).
\]

The next proposition summarizes these moment formulae.

**Proposition 4** If \((P_1, \ldots, P_n)\) has NID distribution admitting density (14), then, for any \( r \in \mathbb{N} \), for \( 1 \leq j \leq k \)

\[
\mu_{j,r} = 2^{2r} \sum_{s=1}^{r} \frac{2^{2s} c_s^r}{\Gamma(s)} \left( \frac{1}{2} \right)^{2r-s-1} \left( \frac{2r-s-1}{r-1} \right) \int_0^\infty u^{r-1} e^{-S_1(u)} du \quad (16)
\]

and for \( k+1 \leq j \leq n \)

\[
\mu_{j,r} = 2^{-r} \sum_{s=1}^{r} \left( 2\lambda_j \right)^s \left( \frac{2r-s-1}{r-1} \right) \int_0^\infty u^{r-1} (2u + \theta_j^2)^{2-r} e^{-S_1(u)} du. \quad (17)
\]
As special case of Proposition 4 we recover the $r$–th moment for a NID r.v. $P$ over $(0, 1)$ distributed according to a distribution characterized by (15), i.e.

$$
\mu_r = \sum_{s=1}^{r} \left( \frac{2c}{s} \right) \frac{1}{2} 2^{s-2r} \binom{2r - s - 1}{r - 1} \int_0^{+\infty} u^{s-1} e^{-S_1(u)} \, du. \quad (18)
$$

**Remark 2.** Note that expressions (16) and (17) can be further simplified by solving the sum over the index $s$. In particular, for $1 \leq j \leq k$ we can write (16) as

$$
\mu_{j,r} = 2^{-2r} \int_0^{+\infty} \frac{u^{-1} e^{-S_1(u)}}{u} \sum_{s=1}^{r} \frac{1}{\Gamma(s)} \binom{2r - s - 1}{r - 1} (2^{3/2} c_j u^{1/2})^s \, du
$$

and for $k + 1 \leq j \leq n$ we can write (17) as

$$
\mu_{j,r} = 2^{-r} \int_0^{+\infty} \frac{u^{r-1} e^{-S_1(u)}}{(2u + \theta_j^2)^r} \sum_{s=1}^{r} \frac{1}{\Gamma(s)} \binom{2r - s - 1}{r - 1} (2\lambda_j (2u + \theta_j^2)^{1/2})^s \, du
$$

where $I_\nu$ denotes the modified Bessel function of the first kind with index $\nu \in \mathbb{R}$. Accordingly, we can simplify expression (18).

**Finally, as far as the central moments are concerned we have the following result.**

**Proposition 5** If $(P_1, \ldots, P_n)$ has NID distribution admitting density (14), then, for any $r \in \mathbb{N}$, for $1 \leq j \leq k$

$$
\bar{\mu}_{j,r} = \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_0^{+\infty} e^{-S_1(u)} c_j (2u)\frac{-r}{2} \, du \right)^l
$$
\[
\sum_{s=1}^{r-l} \frac{(2c_j)^s}{\Gamma(s)} \left( \frac{1}{2} \right)^s 2^{s-2(r-l)} \left( \frac{2(r-l) - s - 1}{r - l - 1} \right) \int_0^{+\infty} u^{s-1} e^{-S_1(u)} du
\]

and for \(k + 1 \leq j \leq n\)

\[
\tilde{\mu}_{j,r} = \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_0^{+\infty} e^{-S_1(u)} \lambda_j (2u + \theta_j^2)^{-\frac{1}{2}} du \right)^l \times 2^{l-r} \sum_{s=1}^{r-l} \frac{(2\lambda_j)^s}{\Gamma(s)} \left( \frac{2(r-l) - s - 1}{r - l - 1} \right) \int_0^{+\infty} u^{r-l-1} (2u + \theta_j^2)^{\frac{r}{2} - r + l} e^{-S_1(u)} du.
\]

Again, as a special case of Proposition 5 we recover the \(r\)-th centered moment for a NID r.v. \(P\) on \((0,1)\) distributed according to a distribution characterized by (15), which is given by

\[
\tilde{\mu}_r = \sum_{l=0}^{r} \binom{r}{l} (-1)^l e^{l\theta \lambda} (\theta K_1(\theta \lambda) c)^l \times 2^{l-r} \sum_{s=1}^{r-l} \frac{(2c)^s}{\Gamma(s)} \left( \frac{1}{2} \right)^s 2^{s-2(r-l)} \left( \frac{2(r-l) - s - 1}{r - l - 1} \right) \int_0^{+\infty} u^{r-l-1} e^{-S_1(u)} du.
\]

We complete this subsection by providing the Bayes estimator for the success probability in a binary experiment under the assumption that the “prior” distribution for \(p\) is characterized by (15). The Bayes estimate for the parameter \(p\) is given in terms of the Meijer \(G\)-function \(G_{l,m}^{l,m}\). Refer to [12, Section 5] for a thorough discussion of the Meijer \(G\)-functions: here we just note that they are very general functions whose special cases cover most of the mathematical functions such as the trigonometric functions, Bessel functions and generalized hypergeometric functions.

**Proposition 6** Let \(p \sim g_P(p)\) be defined by (15). If \(Y_1, \ldots, Y_n|p\) are independent and identically distributed according to a Bernoulli distribution with parameter \(p\), then

\[
E[p|Y_1, \ldots, Y_n] = \left( \frac{\theta c}{2} \right)^2 \frac{G_{1,3}^{3,0} \left( \frac{e^2q^2}{4} \right) |0|_{-n + m - 1/2, -n + 1, -n - 2}}{G_{1,3}^{3,0} \left( \frac{e^2q^2}{4} \right) |0|_{-n + m - 1/2, -n, -n - 1}}.
\]

where \(m := \sum_{i=1}^{n} Y_i\) is the number of successes.
3.3. Normalized gamma and inverse–Gaussian distributions

For any \( n \in \mathbb{N} \) and fixed \( k \in \{1, \ldots, n\} \), let us consider \( n \) independent r.v. \( X_1, \ldots, X_n \) such that \( X_i \sim \text{Ga}(\alpha_i, \gamma_i) \) for \( i = 1, \ldots, k \) and \( X_i \sim \text{IG}(\lambda_i, \theta_i) \) for \( i = k + 1, \ldots, n \). Since the p.d.f. of the r.v. \( X_1, \ldots, X_n \) are known, the p.d.f. of the NID random vector \((P_1, \ldots, P_n)\) is obtained by applying (1).

Some algebra and formula 3.471.9 in [13] lead to

\[
g(P_1,\ldots,P_n)(p_1,\ldots,p_{n-1}) = 2 \prod_{i=1}^{k} \frac{\gamma_i^{\alpha_i}}{\Gamma(\alpha_i)} \prod_{i=k+1}^{n} \frac{\lambda_i}{(2\pi)^{1/2}} e^{\theta_i \lambda_i} \times \prod_{i=1}^{k} p_i^{\alpha_i-1} \prod_{i=k+1}^{n} p_i^{-\frac{3}{2}} (1 - |p|)^{-\frac{1}{2}} \left( \frac{C_2(p_1,\ldots,p_{n-1})}{L_2(p_1,\ldots,p_{n-1})} \right)^{\frac{3}{2} - \frac{(n-k)}{4}} K_{a-(n-k)/2} \left( 2\frac{3}{2} (p_1,\ldots,p_{n-1}) L_2^{\frac{3}{2}} (p_1,\ldots,p_{n-1}) \right) \mathds{1}_{\Delta^{(n-1)}}(p_1,\ldots,p_{n-1}),
\]

where \(|p| := \sum_{i=1}^{n-1} p_i\), \( a := \sum_{i=1}^{n} \alpha_i \), \( K_\nu \) denotes the modified Bessel function of the third kind with index \( \nu \in \mathbb{R} \) and where we defined

\[
C_2(p_1,\ldots,p_{n-1}) := \frac{1}{2} \sum_{i=k+1}^{n} \lambda_i^2 p_i + \frac{1}{2} \frac{\lambda_n^2}{2 - |p|}
\]

and

\[
L_2(p_1,\ldots,p_{n-1}) := \sum_{i=1}^{k} p_i \gamma_i + \frac{1}{2} \sum_{i=k+1}^{n-1} \theta_i^2 p_i + \frac{1}{2} \frac{\theta_n^2}{2 - |p|}.
\]

Let us now consider the particular case of \( n = 2 \), which yields a new distribution over the unit interval. Let \( X_1 \) and \( X_2 \) be two independent r.v. such that \( X_1 \sim \text{Ga}(\alpha, \gamma) \) and \( X_2 \sim \text{IG}(\lambda, \theta) \). The distribution of the NID r.v. \( P := X_1/(X_1 + X_2) \) has p.d.f. given by

\[
g_P(p) = \frac{2^\gamma \lambda e^{\theta \lambda}}{\Gamma(\alpha)(2\pi)^{1/2}} p^{\alpha - 1} (1 - p)^{-\frac{3}{2}} \left( \frac{L_2(p)}{C_2(p)} \right)^{-\frac{3}{2} + \frac{1}{4}} K_{\alpha - 1/2} \left( 2\frac{3}{2} C_2^{1/2} (p) L_2^{1/2} (p) \right) \mathds{1}_{(0,1)}(p),
\]

where we defined \( C_2(p) := \lambda^2 [2(1-p)]^{-1} \) and \( L_2(p) := p \gamma + \frac{1}{2} \theta^2 (1-p) \). After some algebra and setting \( \beta := \lambda \sqrt{2\gamma} \) and \( \delta := \frac{\theta \beta}{\sqrt{2\gamma}} \), (20) simplifies to

\[
g_P(p) = \frac{2^{-\alpha + 1} \beta^{\alpha + \frac{1}{4}} e^\delta}{\Gamma(\alpha) \sqrt{2\pi}} p^{\alpha - 1} (1 - p)^{-\frac{3}{2} + \frac{5}{4}} \left( \frac{p^\beta + \delta^2 (1-p)}{\sqrt{1-p}} \right)^{-\frac{3}{4} + \frac{1}{2}} K_{\alpha - 1/2} \left( \beta \frac{\sqrt{p + \delta^2 (1-p)}}{\sqrt{1-p}} \right). \tag{21}
\]
Figure 1 depicts the p.d.f. of this NID distribution for some particular choice of the parameters both on the simplex and on the unit interval. The flexibility of such a distribution is apparent and, in particular, it allows also for proper bimodal distributions on \((0, 1)\).

**FIGURE 1 AROUND HERE**

Moment formulae for a NID random vector \((P_1, \ldots, P_n)\), whose distribution admits density (19), can be obtained by applying Proposition 3. In particular, define

\[
S_2(u) := \sum_{i=1}^{k} \alpha_i \log \left(1 + \frac{u}{\gamma_i}\right) + \sum_{i=k+1}^{n} \lambda_i ((2u + \theta_i^2)^{1/2} - \theta_i)
\]

The next proposition summarizes these moment formulae.

**Proposition 7** If \((P_1, \ldots, P_n)\) has NID distribution admitting density (19), then, for any \(r \in \mathbb{N}\), for \(1 \leq j \leq k\)

\[
\mu_{j,r} = \frac{1}{\Gamma(r)} (\alpha_j) \int_{0}^{\infty} u^{r-1}(\gamma_j + u)^{-r} e^{-S_2(u)} du
\]  

and for \(k + 1 \leq j \leq n\)

\[
\mu_{j,r} = 2^{-r} \sum_{s=1}^{r} \frac{(2\lambda_j)^s}{\Gamma(s)} \left(\frac{2r - s - 1}{r - 1}\right) \int_{0}^{\infty} u^{r-1}(2u + \theta_j^2)^{1/2} e^{-S_2(u)} du.
\]

As special case of Proposition 7 we recover the \(r\)-th moment for a NID r.v. \(P\) over \((0, 1)\) distributed according to a distribution characterized by (21). Indeed, we have

\[
\mu_r = \frac{1}{\Gamma(r)} (\alpha) \int_{0}^{\infty} u^{r-1}(\gamma + u)^{-r} e^{-\alpha \log(1+u/\gamma) - \lambda((2u+\theta^2)^{1/2} - \theta)} du.
\]  

**Remark 3.** Note that expression (23) can be further simplified by solving the sum over the index \(s\). In particular, for \(k + 1 \leq j \leq n\) we can write (23) as

\[
\mu_{j,r} = 2^{-r} \int_{0}^{\infty} \frac{u^{r-1} e^{-S_1(u)}}{(2u + \theta_j^2)^r} \sum_{s=1}^{r} \frac{1}{\Gamma(s)} \left(\frac{2r - s - 1}{r - 1}\right) (2\lambda_j^{(2u + \theta_j^2)^{1/2}})^s du
\]

\[
= \frac{(-1/2)^{r+1} \pi^{1/2}}{\Gamma(r)} (2\lambda_j)^{1/2+r}
\]
\[ \times \int_0^{+\infty} u^{r-1} e^{-(\lambda_j (2u + \theta_j^2)^{1/2})} \left( \frac{1}{(2u + \theta_j^2)^{r/2 - 1/4}} I_{1/2-r}(\lambda_j (2u + \theta_j^2)^{1/2}) \right) du, \]

where \( I_\nu \) denotes the modified Bessel function of the first kind with index \( \nu \in \mathbb{R} \).

Moreover, the central moments are provided in the following proposition.

**Proposition 8** If \((P_1, \ldots, P_n)\) has NID distribution admitting density (19), then, for any \( r \in \mathbb{N} \), for \( 1 \leq j \leq k \)

\[ \bar{\mu}_{j,r} = \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_0^{+\infty} e^{-S_2(u)} \alpha_j (\gamma_j + u)^{-1} du \right)^l \times \frac{(\alpha_j)^{(r-l)}}{\Gamma(r-l)} \int_0^{+\infty} u^{r-l-1} (\gamma_j + u)^{-r+l} e^{-S_2(u)} du \]

and for \( k+1 \leq j \leq n \)

\[ \bar{\mu}_{j,r} = \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_0^{+\infty} e^{-S_2(u)} \lambda_j (2u + \theta_j^2)^{-\frac{1}{2}} du \right)^l \times 2^{l-r} \sum_{s=1}^{r-l} \frac{(2\lambda_j)^s}{\Gamma(s)} \left( \frac{2(r-l) - s - 1}{r-l-1} \right) \int_0^{+\infty} u^{r-l-1} (2u + \theta_j^2)^{\frac{1}{2} - r+l} e^{-S_2(u)} du. \]

As special case of Proposition 8 we recover the \( r \)-th centered moment for a NID r.v. \( P \) on \((0,1)\) distributed according to a distribution characterized by (21). We have

\[ \bar{\mu}_r = \sum_{l=0}^{r} \binom{r}{l} (-1)^l e^{\lambda \theta} \alpha^l \left( \int_0^{+\infty} e^{-\lambda (2u+\theta)^{1/2}} (\gamma + u)^{-1} du \right)^l \times \frac{(\alpha)^{(r-l)}}{\Gamma(r-l)} \int_0^{+\infty} u^{r-l-1} (\gamma + u)^{-r+l} e^{-\lambda (1+u/\gamma) - \lambda((2u+\theta^2)^{1/2} - \theta)} du. \]

A final aspect we consider is the derivation of the Bayes estimator for the problem of estimating the success probability in a binary experiment under the assumption that the “prior” distribution for \( p \) is given by (21).

**Proposition 9** Let \( p \sim g_p(p) \) be defined by (21). If \( Y_1, \ldots, Y_n \mid p \) are independent and identically distributed according to a Bernoulli distribution with parameter \( p \), then

\[ E[p \mid Y_1, \ldots, Y_n] = (\alpha + m) \left( \frac{\lambda \theta}{2} \right)^2 \]
where $m := \sum_{i=1}^{n} Y_i$ is the number of successes.

3.4. Normalized gamma and $1/2$–stable distributions

For any $n \in \mathbb{N}$ and fixed $k \in \{1, \ldots, n\}$, let us consider $n$ independent r.v. $X_1, \ldots, X_n$ such that $X_i \sim \text{Ga}(\alpha_i, \gamma_i)$ for $i = 1, \ldots, k$ and $X_i \sim \text{St}(1/2, c_i)$ for $i = k + 1, \ldots, n$. Recall that the $1/2$–stable distribution with parameter $c$ can be recovered from the inverse–Gaussian distribution with parameter $(c, \theta)$ by setting $\theta = 0$. Therefore, we only highlight the main findings, all other properties are easily obtained from those in Section 3.3. First, since equation 3.471.9 in [13] can be still applied when $\theta = 0$, the NID distribution obtained by combining gamma distributions and $1/2$–stable distributions can be recovered from (19) by setting $\theta_i = 0$ and $\lambda_i = c_i$ for $i = k + 1, \ldots, n$. In particular, we obtain

$$g(p_1, \ldots, p_n) = \frac{2^{k+1}}{(2\pi)^{n/2}} \left( \prod_{i=1}^{k} \gamma_i^{\alpha_i} \prod_{i=k+1}^{n} \frac{c_i}{(2\pi)^{1/2}} \right) \prod_{i=1}^{k} p_i^{\alpha_i-1} \prod_{i=k+1}^{n} p_i^{-\frac{3}{2}} \left( 1 - |p| \right)^{-\frac{3}{2}} \left( \frac{C_2(p_1, \ldots, p_{n-1})}{L_2(p_1, \ldots, p_{n-1})} \right)^{a - \frac{n-k}{4}} \times K_{a-(n-k)/2} \left( \frac{2 C_2^{1/2}(p_1, \ldots, p_{n-1})}{L_2^{1/2}(p_1, \ldots, p_{n-1})} \right) \mathbb{I}_{\Delta(a-1)}(p_1, \ldots, p_{n-1}),$$

(25)

where $a := \sum_{i=1}^{k} \alpha_i$, $K_{\nu}$ denotes the modified Bessel function of the third kind with index $\nu \in \mathbb{R}$,

$$C_2(p_1, \ldots, p_{n-1}) := \frac{1}{2} \sum_{i=k+1}^{n} \frac{c_i^2}{p_i} + \frac{c_n^2}{1 - |p|},$$

and $L_2(p_1, \ldots, p_{n-1}) := \sum_{i=1}^{k} p_i \gamma_i$. Focusing on the special case of NID r.v. $P$ on the unit interval, let $X_1$ and $X_2$ be two independent r.v. such that $X_1 \sim \text{Ga}(\alpha, \gamma)$ and $X_2 \sim \text{St}(1/2, c)$. The distribution of the NID r.v. $P := X_1/(X_1 + X_2)$ has p.d.f. coinciding with

$$g_P(p) = \frac{2 \gamma^\alpha c}{\Gamma(\alpha)(2\pi)^{1/2} \left( 1 - p \right)^{-\frac{3}{2}}} \left( \frac{L_2(p)}{C_2(p)} \right)^{-\frac{a - 1}{4}}$$

(26)
\[ \times K_{\alpha-1/2} \left( 2C_2^1(p)L_2^1(p) \right) \mathbb{I}_{(0,1)}(p), \]

where \( C_2(p) := c^2[2(1-p)]^{-1} \) and \( L_2(p) := p\gamma \). In (26) one can set without loss of generality \( \beta := c\sqrt{2\gamma} \), which yields the simple expression

\[ g_P(p) = \frac{2^{-\alpha+1}\beta^{\alpha+\frac{1}{2}}}{\Gamma(\alpha)\sqrt{2\pi}} p^\frac{\alpha-\frac{5}{4}(1-p)^{-\frac{3}{2}} - \frac{\alpha-1}{2} K_{\alpha-\frac{1}{2}} \left( \frac{\beta\sqrt{p}}{\sqrt{1-p}} \right). \] (27)

Moment formulae for a NID random vector \((P_1, \ldots, P_n)\), whose distribution admits density (25), can be easily recovered from Proposition 7 and Proposition 8 by setting \( \theta_i = 0 \) and \( \lambda_i = c_i \) for \( i = k + 1, \ldots, n \).

3.4.1. A generalized Bessel function distribution

The distributions in Sections 3.3 and 3.4 are intimately connected with the quite popular Bessel function distribution first introduced in [25]. In fact, the distribution on the unit interval introduced in (21) allows to derive a generalized Bessel function distribution with an additional parameter determining the support of the distribution.

Among several procedures known in the literature for constructing the Bessel function distribution, for our purposes it is useful to recall that a Bessel function distribution with parameter \((\alpha, \beta)\) can be derived as the distribution of the r.v. \( Y = (X_1/X_2)^{1/2} \) where \( X_1 \) and \( X_2 \) are two independent r.v. such \( X_1 \sim \text{Ga}(\alpha,\gamma) \) and \( X_2 \sim \text{St}(1/2,c) \). Therefore, a Bessel function r.v. \( Y \) admits p.d.f. with respect to the Lebesgue measure on \( \mathbb{R} \) given by

\[ f_Y(y) = \frac{2^{-\alpha+2}\beta^{\alpha+1/2}}{\Gamma(\alpha)\sqrt{2\pi}} y^{\alpha-\frac{1}{2}} K_{\alpha-1/2}(\beta y) \mathbb{I}_{(0,\infty)}(y), \] (28)

having set \( \beta = c\sqrt{2\gamma} \). This is the one-sided Bessel function distribution, the two-sided is readily obtained by replacing \( y \) with \( |y| \) and dividing by 2. Now, if \( P \) is the r.v. with p.d.f. (27), then one has

\[ \left( \frac{X_1}{X_2} \right)^{1/2} \sqrt{1-P} \]

and the Bessel function distribution can be seen as a transformation of the r.v. \( P \) with p.d.f. (27).

At this point, it seems natural to introduce a generalization of the Bessel function distribution by replacing the NID distribution (27) with the more
general NID distribution based on the inverse Gaussian r.v. which admits density (21). Specifically, for $P$ with p.d.f. (21) define the r.v. $Y = \left( \frac{P + \delta(1 - P)}{1 - P} \right)^{\frac{1}{2}}$, which takes values in $(\delta, \infty)$ and has parameters $(\alpha, \beta, \delta)$. By a simple change of variable from (21) one obtains the p.d.f. of $Y$, which is given by

$$f_Y(y) = \frac{2^{-\alpha+2} \beta^{\alpha+1/2} e^{\delta}}{\Gamma(\alpha) \sqrt{2\pi}} \left( y^2 - \delta^2 \right)^{\alpha-1} y^{\frac{3}{2} - \alpha} K_{\alpha-1/2}(\beta y) \mathbb{I}_{(\delta, \infty)}(y),$$

(30)

which clearly reduces to the Bessel function distribution (28) if $\delta = 0$. Hence, $Y$ defined in (29) represents a generalized Bessel function distribution. Its two–sided analog with support $(-\infty, \delta) \cup (\delta, +\infty)$.

For the special case of $\alpha$ being an integer one can derive a mixture representation of (30) which is given in the next proposition.

**Proposition 10** The generalized Bessel function distribution defined in (30) with $\alpha = n \in \mathbb{N}$, admits the following mixture representation

$$f_Y(y) = \sum_{i=0}^{n-1} f_i(y)p_i$$

(31)

where

$$f_i(y) = \frac{\beta^{n-i} y^{-n-i+1} (y^2 - \delta^2)^{n-1} e^{-\beta y}}{\sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^k (\beta \delta)^{2k} \Gamma(n - i - 2k, \delta)}$$

$$p_i = \frac{2^{-n-i+1} \Gamma(n + i) e^{\delta} \sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^k (\beta \delta)^{2k} \Gamma(n - i - 2k, \delta)}{\Gamma(n) \Gamma(i + 1) \Gamma(n - i)}$$

and $\Gamma(\cdot, \cdot)$ stands for the incomplete gamma function.

Note that this result allows to recover the representation of the Bessel function distribution as mixture of gamma distributions as a special case (see [11]). In fact, by setting $\delta = 0$, $f_i(y)$ becomes the p.d.f. of gamma r.v. with shape parameter $(n - i)$ and scale parameter $\beta$ and $p_i$ coincides with $2^{-n-i+1} \Gamma(n + i) [\Gamma(n) \Gamma(i + 1)]^{-1}$, for $i = 0, \ldots, n - 1$.  
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3.5. A NID distribution based on gamma r.v.

We now consider a distribution belonging to Case (ii) according to the classification introduced at the beginning of Section 3, namely the case of $X_1, \ldots, X_n$ having the same ID distribution but different parameters. In particular, we consider the NID distribution based on $X_1, \ldots, X_n$ such that $X_i \sim \text{Ga}(\alpha_i, \gamma_i)$ for $i = 1, \ldots, n$. This represents possibly the simplest generalization of the Dirichlet distribution which arises if $\gamma_i = \gamma$ for $i = 1, \ldots, n$. However, to the authors’ knowledge, no results are present in the literature. The p.d.f. of this NID random vector $(P_1, \ldots, P_n)$ is easily obtained by applying (1), some algebra and formula 3.381.4 in [13] leading to

$$g(P_1, \ldots, P_n) = \Gamma(a) \prod_{i=1}^{n} \frac{\gamma_i^{\alpha_i}}{\Gamma(\alpha_i)} \prod_{i=1}^{n-1} p_i^{\alpha_i-1} (1 - \|p\|)^{\alpha_n-1}$$

(32)

where $\|p\| := \sum_{i=1}^{n-1} p_i$.

In order to determine the corresponding distribution on the unit interval, let $X_1$ and $X_2$ be two independent r.v. such that $X_1 \sim \text{Ga}(\alpha_1, \gamma_1)$ and $X_2 \sim \text{Ga}(\alpha_2, \gamma_2)$. The distribution of the NID r.v. $P := X_1/(X_1 + X_2)$ has p.d.f given by

$$g_P(p) = \frac{\Gamma(a)}{\Gamma(\alpha_1)\Gamma(\alpha_2)} \gamma_1^{\alpha_1} \gamma_2^{\alpha_2} p^{\alpha_1-1}(1-p)^{\alpha_2-1}(\gamma_1 p + \gamma_2 (1-p))^{-a} \mathbb{1}_{(0,1)}(p).$$

(33)

Figure 2 depicts the p.d.f. of this NID distribution for various choices of the parameters both on the bi-dimensional simplex and on the unit interval.

**FIGURE 2 AROUND HERE**

Moment formulae for such a NID random vector $(P_1, \ldots, P_n)$ can be obtained as particular cases of Proposition 7 and Proposition 8 by assuming $k = n$. The resulting moment formulae are summarized in the next propositions.

**Proposition 11** If $(P_1, \ldots, P_n)$ has NID distribution admitting density (32), then, for any $r \in \mathbb{N}$, for $1 \leq j \leq n$

$$\mu_{j,r} = \frac{\gamma_j^{-r}(\alpha_j)_r}{\Gamma(r)} \int_0^{\infty} u^{n-1} \left(1 + \frac{u}{\gamma_j}\right)^{-r} \prod_{i=1}^{n} \left(1 + \frac{u}{\gamma_i}\right)^{-\alpha_i} du$$
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As a special case of Proposition 11 we recover the \( r \)-th moment for a NID r.v. \( P \) over \((0,1)\) with p.d.f. (33)
\[
\mu_{j,r} = \frac{(\alpha_1)_r}{(\alpha_1 + \alpha_2)_r} \left( \frac{\gamma_2}{\gamma_1} \right)^r {}_2F_1 \left( \alpha_1 + r, \alpha_1 + \alpha_2 + r; 1 - \frac{\gamma_2}{\gamma_1} \right)
\]
where \( {}_2F_1(\cdot,\cdot;\cdot;\cdot) \) is the Gauss hypergeometric function (see [4]).

**Proposition 12** If \((P_1,\ldots,P_n)\) has NID distribution admitting density (32), then, for any \( r \in \mathbb{N} \), for \( 1 \leq j \leq n \)
\[
\bar{\mu}_{j,r} = \sum_{l=0}^{r} \binom{r}{l} (-1)^l \left( \int_0^\infty e^{-\sum_{i=1}^n \alpha_i \log(1+u/\gamma_i)} \frac{\alpha_j}{\gamma_j + u} du \right)^l \times \frac{\gamma_j^{-r+l}(\alpha_j)(r-l)}{\Gamma(r-l)} \int_0^\infty u^{r-l-1} \left( 1 + \frac{u}{\gamma_j} \right)^{-r+l} \prod_{i=1}^n \left( 1 + \frac{u}{\gamma_i} \right)^{-\alpha_i} du.
\]

From Proposition 12 one can also deduce the \( r \)-th centered moment for the corresponding NID r.v. \( P \) over \((0,1)\)
\[
\bar{\mu}_r = \left( \frac{\gamma_2}{\gamma_1} \right)^r \sum_{l=0}^{r} \binom{r}{l} (-\alpha_1)^l \left( \frac{1}{\alpha_2} {}_2F_1 \left( 1, 1; 1 + \alpha_2; 1 - \frac{\gamma_2}{\gamma_1} \right) \right)^l \times \frac{(\alpha_1)(r-l)}{(\alpha_1 + \alpha_2)(r-l)} {}_2F_1 \left( \alpha_1 + r - l, \alpha_1 + \alpha_2 + r - l; 1 - \frac{\gamma_2}{\gamma_1} \right).
\]

### 3.6. Some known NID distributions

In the literature one can find various NID distributions corresponding to the very special case of independent r.v. \( X_1,\ldots,X_n \) with the same ID distribution and, moreover, differing solely in their shape parameter. Such a case is important for Bayesian nonparametric applications since the resulting NID distributions are additive and, therefore, they can be used for constructing random probability measures. In fact, one can show that there exists a random probability measure which admits any such NID distribution as underlying family of finite-dimensional distributions and the additivity property guarantees that the necessary consistency conditions are satisfied. In addition to the Dirichlet distribution and the normalized stable distribution considered in Section 2, other such NID distributions are the normalized inverse Gaussian distribution [22], the generalized Dirichlet distribution [23] and the normalized tempered stable distribution [21, 24], which is often also termed normalized generalized gamma distribution. Apart from the Dirichlet case, only the first few moments of these distributions are known. Hence, by applying the general moment formulae derived in Section 2, one can easily derive both their raw and central moments of any order.
4. Discussion and further developments

The simplex plays an important role as sample space in many practical situations where compositional data, in the form of proportions of some whole, are to be analyzed. Historically, due to its simplicity in terms of both mathematics and interpretation, the Dirichlet distribution has represented the first tool for modeling such data. However, as remarked by [2], the Dirichlet distribution is over-structured for practical applications because of its many strong independence properties. Such properties make it indisputably the reference model for expressing the non trivial idea of substantial independence for compositions but at the same time heavily restrict its potential for applications. In the light of such inadequacies a powerful methodology based on log ratio transformations of the original variables has been proposed in [1, 2]. In such an approach parametric models are built in the unconstrained transformed sample space. It is still an open problem to find a tractable parametric class of distributions which contains the Dirichlet distribution as well as other models able to exhibit significant departures from its strong independence properties.

In the present paper we proposed a simple alternative approach, based on the idea of “normalization”, to the problem of defining distributions on the simplex: we introduced the class of NID distributions which represents a natural extension of the Dirichlet distribution. Distributional properties and some general moment formulae for the class of NID distributions have been derived and interesting and tractable special cases have been identified by combining three well-known ID distributions: the gamma distribution, the 1/2-stable distribution and the inverse-Gaussian distribution.

In light of the results obtained for the NID distributions, we believe that the “normalization” approach could represent a useful way to introduce new distributions on the simplex handling various dependence structures, exhibiting a richer parametrization, containing the Dirichlet distribution as a special case and preserving some of its good mathematical properties. Future work on NID distributions will consist of a thorough study of the theoretical properties most relevant for the analysis of compositional data.

Acknowledgements

The authors are grateful to an anonymous Referee for a careful reading of the manuscript and for valuable remarks that have lead to a substantial improvement. This work is supported by MIUR, grant 2008MK3AFZ, Collegio Carlo Alberto and Regione Piemonte.
Appendix

**Proof of Proposition 1.** For the linear functional $\sum_{i=1}^{n} f(y_i)P_i$ one can write

$$\mathbb{P} \left( \sum_{i=1}^{n} f(y_i)P_i \leq y \right) = \mathbb{P} \left( \sum_{i=1}^{n} (f(y_i) - y)X_i \leq 0 \right),$$

where $\sum_{i=1}^{n} X_i(f(y_i) - y)$ is a linear functional of the r.v. $X_1, \ldots, X_n$. Now, it is known that the characteristic function of a linear functional of an ID r.v. is given by

$$\mathbb{E}[e^{it\sum_{i=1}^{n} f(y_i)X_i}] = \exp \left\{ -\sum_{i=1}^{n} \int_{0}^{\infty} (1 - e^{itv(f(y_i) - y)})\nu_i(dv) \right\}$$

for every $t \in \mathbb{R}$. Hence, by resorting to Gurland’s inversion formula for characteristic functions ([16]), we obtain

$$\mathbb{P} \left( \sum_{i=1}^{n} (f(y_i) - y)X_i \leq 0 \right)$$

$$= \frac{1}{2} - \frac{1}{\pi} \lim_{T \to \infty} \int_{0}^{T} \frac{1}{t} \text{Im} \left[ \exp \left\{ -\sum_{i=1}^{n} \int_{0}^{\infty} (1 - e^{itv(f(y_i) - y)})\nu_i(dv) \right\} \right] dt$$

$$= \frac{1}{2} - \frac{1}{\pi} \lim_{T \to \infty} \int_{0}^{T} \frac{1}{t} \exp \left\{ \sum_{i=1}^{n} \int_{0}^{\infty} (\cos(tv(f(y_i) - y)) - 1)\nu_i(dv) \right\}$$

$$\times \sin \left( \sum_{i=1}^{n} \int_{0}^{\infty} \sin(tv(f(y_i) - y))\nu_i(dv) \right) dt,$$

where $\text{Im}[z]$ stands for the imaginary part of $z \in \mathbb{C}$ and the absolute integrability in the origin follows by minimal modifications of the arguments exploited [31, Proposition 2]. In particular, if we set the function $f$ equal to the indicator function $\mathbb{1}_{(y_j)}$ we obtain the distribution of the r.v. $P_j$. \qed

**Proof of Proposition 2.** From Fubini’s theorem and by using the independence of the $X_i$’s we obtain

$$\mathbb{E}[P_j] = \int_{0}^{\infty} \mathbb{E}[X_j e^{-uX_j}] \mathbb{E}[e^{-u\sum_{i \neq j} X_i}] du$$

$$= \int_{0}^{\infty} \mathbb{E} \left[ -\frac{d}{du} e^{-uX_j} \right] \mathbb{E}[e^{-u\sum_{i \neq j} X_i}] du$$

24
\[
\begin{align*}
  &= \int_0^\infty \left(-\frac{d}{du}E[e^{-uX_j}]\right) E[e^{-u\sum_{1\leq i, j\leq n} X_i}] du \\
  &= \int_0^\infty \left(\frac{d}{du}\Psi_j(u)\right) e^{-\sum_{i=1}^n \Psi_i(u)} du,
\end{align*}
\]

where the last equality follows by the Lévy–Khintchine representation of an ID distributions (1).

\[\Box\]

**Proof of Proposition 4.** We start by introducing some useful tools and notations to the used also in the sequel. For any non-negative integer \(N\), 
\((a)_N = \Gamma(a + N)/\Gamma(a)\) is the \(N\)-th ascending factorial of \(a \in \mathbb{R}\). Moreover, for any \(n, k \in \mathbb{N}\) with \(k \leq n\) and for any \(\alpha \in \mathbb{R}\) the symbol \(\mathcal{C}(n, k, \alpha)\) stands for the coefficient of the \(k\)th order factorial of \(t\) in the expansion of the \(n\)th generalized factorial of \(t\) with scale parameter \(\alpha\), i.e. \((\alpha t)_n = \sum_{k=0}^n \mathcal{C}(n, k, \alpha)(t)_k\). See [6]. Let us now consider the moment formula (9).

For \(j = 1, \ldots, k\) we have the following identity for the Laplace exponent of a r.v. \(X_j \sim \text{St}(1/2, c_j)\) (see (12))

\[-c_j \frac{d^r}{du^r}(2u)^{\frac{1}{2}} = (-1)^r c_j u^{-r} \left(\frac{u}{2}\right)^{\frac{1}{2}} \left(\frac{1}{2}\right)^{(r-1)}.\]

Then, for \(j = 1, \ldots, k\), we can write

\[
\mu_{j,r} = \frac{1}{\Gamma(r)} \int_0^\infty u^{-1} e^{-S_1(u)} \sum_{s=1}^r c_j^s \left(\frac{u}{2}\right)^{\frac{s}{2}} \times \frac{1}{s!} \sum_{(r_1, \ldots, r_s) \in D_{r,s}} \frac{r!}{r_1! \cdots r_s!} \prod_{i=1}^s \left(\frac{1}{2}\right)^{(r_i-1)} du.
\]

By combining expression (97), (98) and (88) in [29] one finds the following identity

\[
\frac{1}{s!} \sum_{(r_1, \ldots, r_s) \in D_{r,s}} \frac{r!}{r_1! \cdots r_s!} \prod_{i=1}^s \left(\frac{1}{2}\right)^{(r_i-1)} = 2^s \mathcal{G} \left(r, s, \frac{1}{2}\right). \quad (A.1)
\]

Then,

\[
\mu_{j,r} = \frac{1}{\Gamma(r)} \sum_{s=1}^r (2c_j)^s \left(\frac{1}{2}\right)^{\frac{s}{2}} \mathcal{G} \left(r, s, \frac{1}{2}\right) \int_0^\infty u^{\frac{s-1}{2}} e^{-S_1(u)} du
\]
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by expression (86) in [29])
\[= 2^{-2r} \sum_{s=1}^{r} \frac{2^{2s} \epsilon_j^s}{\Gamma(s)} \left( \frac{1}{2} \right)^s \left( \frac{2r - s - 1}{r - 1} \right) \int_0^\infty u^\frac{s}{2} e^{-S_1(u)} du.\]

For \(j = k + 1, \ldots, n\) we can proceed using similar arguments and have the following identity for the Laplace exponent of a r.v. \(X_j \sim IG(\lambda_j, \theta_j)\) (see (13))
\[-\lambda_j \frac{d^r}{du^r} (2u + \theta_j^2)^{\frac{r}{2}} = (-1)^r \lambda_j 2^{-r - 1}(2u + \theta_j^2)^{\frac{r}{2} - r} \left( \frac{1}{2} \right)_{(r-1)}.\]

Then, for \(j = k + 1, \ldots, n\), we have
\[\mu_{j,r} = \frac{1}{\Gamma(r)} \int_0^\infty u^{r-1} e^{-S_1(u)} \sum_{s=1}^{r} \frac{\lambda_j^s 2^{r-s} (2u + \theta_j^2)^{\frac{s}{2} - r}}{r! s!} \prod_{i=1}^{s} \frac{1}{(r_i)_{(r_i-1)}} du.\]

and by using identity (A.1)
\[\mu_{j,r} = \frac{1}{\Gamma(r)} 2^r \sum_{s=1}^{r} \frac{\lambda_j^s \epsilon_j^s}{\Gamma(s)} \left( r, s, \frac{1}{2} \right) \int_0^\infty u^{r-1} e^{-S_1(u)} du.\]

(by expression (86) in [29])
\[= 2^{-r} \sum_{s=1}^{r} \frac{(2\lambda_j)^s}{\Gamma(s)} \left( \frac{2r - s - 1}{r - 1} \right) \int_0^\infty u^{r-1} e^{-S_1(u)} du.\]

\[\square\]

**Proof of Proposition 5.** Using the moment formula (10), the proof follows by exploiting essentially the same arguments of the proof of Proposition (4).

**Proof of Proposition 6.** First, observe that the p.d.f. (15) can be written as
\[g_P(p) = \frac{c \theta \lambda e^{\theta \lambda}}{\pi} p^{-1} (1 - p)^{-\frac{1}{2} (\lambda^2 p + c^2 (1-p))^{-\frac{1}{2}}}
\times K_{-1} \left( \theta p^{-\frac{1}{2} (\lambda^2 p + c^2 (1-p))^{\frac{1}{2}}} \right) 1_{(0,1)}(p);\]
then
\[
\int_0^1 p^n (1-p)^{n-m} q(p) dp = \frac{\theta_c^2 e^{\theta c}}{\pi} \int_0^1 p^{m-1} (1-p)^{n-m-\frac{1}{2}} ((1-p)c^2 + pe^2)^{-\frac{1}{2}} dp
\]
\[
\times K_{-1} \left( \theta p^{-\frac{1}{2}} ((1-p)c^2 + pe^2)^{\frac{1}{2}} \right) dp
\]
\[
= \frac{\theta c e^{\theta c}}{\pi} \int_0^1 p^{m-1} (1-p)^{n-m-\frac{1}{2}} K_{-1} \left( \theta c p^{-\frac{1}{2}} \right) dp.
\]
(by using the change of variable \(1/p = x\) and formula 6.592.4 in [13])
\[
= \left( \frac{\theta c}{2} \right)^{2n+2} \frac{1}{\pi} e^{\theta c} \gamma \left( n - m + \frac{1}{2} \right)
\]
\[
\times G^{3,0}_{1,3} \left( \frac{\theta^2 c^2}{4} \mid -n + m - 1/2, -n, -n - 1 \right).
\]
Therefore, an application of the Bayes theorem leads to obtain the p.d.f. of the r.v. \(p|Y_1, \ldots, Y_n\), i.e.
\[
f_{p|Y_1, \ldots, Y_n}(p) = \theta c \left( \frac{2}{\theta c} \right)^{2n+2} \gamma \left( n - m + \frac{1}{2} \right) p^{m-1} (1-p)^{n-m-\frac{1}{2}}
\]
\[
\times K_{-1} \left( \theta cp^{-\frac{1}{2}} \right) \left( G^{3,0}_{1,3} \left( \frac{\theta^2 c^2}{4} \mid 0 \mid -n + m - 1/2, -n, -n - 1 \right) \right)^{-1} 1_{(0,1)}(p)
\]
and
\[
E[p|Y_1, \ldots, Y_n] = \theta c \left( \frac{2}{\theta c} \right)^{2n+2} \gamma \left( n - m + \frac{1}{2} \right)
\]
\[
\times \left( G^{3,0}_{1,3} \left( \frac{c^2 \theta^2}{4} \mid 0 \mid -n + m - 1/2, -n - 1, -n \right) \right)^{-1}
\]
\[
\times \int_0^1 p^{m-1} (1-p)^{n-m-\frac{1}{2}} K_{-1} \left( \theta cp^{-\frac{1}{2}} \right) dp
\]
\[
= \left( \frac{\theta c}{2} \right)^2 \frac{G^{3,0}_{1,3} \left( \frac{c^2 \theta^2}{4} \mid 0 \mid -n + m - 1/2, -n - 1, -n - 2 \right)}{G^{3,0}_{1,3} \left( \frac{c^2 \theta^2}{4} \mid -n + m - 1/2, -n, -n - 1 \right)},
\]
where the last equality is obtained by using the change of variable \(1/p = x\) and by applying formula 6.592.4 in [13].
Proof of Proposition 7. In the following, for any \( n, k \in \mathbb{N} \) with \( k \leq n \), the symbol \( s(n, k) \) denotes the \((n, k)\)th Stirling number of the first kind. See [6]. The proof follows lines similar to those of the proof of Proposition 4. Let us consider the moment formula (9). For \( j = 1, \ldots, k \) we have the following identity for the Laplace exponent of a r.v. \( X_j \sim \text{Ga}(\alpha_j, \gamma_j) \) (see (11))

\[
-\alpha_j \frac{d^k}{du^k} \log \left( 1 + \frac{u}{\gamma_j} \right) = (-1)^r \alpha_j (\gamma_j + u)^{-k} (1)_{(k-1)}.
\]

Then, for \( j = 1, \ldots, k \), we can write

\[
\mu_{j,r} = \frac{1}{\Gamma(r)} \int_0^\infty u^{r-1} e^{-S_2(u)} \sum_{s=1}^r \alpha_j^s (\gamma_j + u)^{-r} \times \frac{1}{s!} \sum_{(r_1, \ldots, r_s) \in D_{r,s}} \frac{r!}{r_1! \cdots r_s!} \prod_{i=1}^s \left( \frac{1}{2} \right)_{(r_i-1)} du.
\]

By combining expression (97), (98) and (88) in [29] one finds the following identity

\[
\frac{1}{s!} \sum_{(r_1, \ldots, r_s) \in D_{r,s}} \frac{r!}{r_1! \cdots r_s!} \prod_{i=1}^s \left( \frac{1}{2} \right)_{(r_i-1)} = |s(r,s)|.
\]

Then,

\[
\mu_{j,r} = \frac{1}{\Gamma(r)} \int_0^\infty u^{r-1} e^{-S_2(u)} \sum_{s=1}^r \alpha_j^s (\gamma_j + u)^{-r} |s(r,s)| du
\]

\[
= \frac{1}{\Gamma(r)} \sum_{s=1}^r \alpha_j^s |s(r,s)| \int_0^\infty u^{r-1} (\gamma_j + u)^{-r} e^{-S_2(u)} du
\]

\[
= \frac{1}{\Gamma(r)} (\alpha_j)_r \int_0^\infty u^{r-1} (\gamma_j + u)^{-r} e^{-S_2(u)} du.
\]

For \( j = k + 1, \ldots, n \) we can proceed using similar arguments. For \( j = k + 1, \ldots, n \) we have the following identity for the Laplace exponent of a r.v. \( X_j \sim \text{IG}(\lambda_j, \theta_j) \) (see (13))

\[
-\lambda_j \frac{d^r}{du^r} (2u + \theta_j^2)^{\frac{1}{2}} = (-1)^r \lambda_j 2^{r-1} (2u + \theta_j^2)^{\frac{1}{2}-r} \left( \frac{1}{2} \right)_{(r-1)}.
\]

Then, for \( j = k + 1, \ldots, n \), we have

\[
\mu_{j,r} = \frac{1}{\Gamma(r)} \int_0^\infty u^{r-1} e^{-S_2(u)} \sum_{s=1}^r \lambda_j^s 2^{r-s} (2u + \theta_j^2)^{\frac{1}{2}-r}
\]
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and by using identity (A.1)

\[ \mu_{j,r} = \frac{1}{\Gamma(r)} 2^r \sum_{s=1}^{r} \lambda_j^s \mathcal{C} \left( r, s, \frac{1}{2} \right) \int_0^{\infty} u^{r-1}(2u + \theta_j^2)^{s-r} e^{-S_2(u)} du \]

(by expression (86) in [29])

\[ = 2^{-r} \sum_{s=1}^{r} \frac{(2\lambda_j)^s}{\Gamma(s)} \left( \frac{2r - s - 1}{r - 1} \right) \int_0^{\infty} u^{r-1}(2u + \theta_j^2)^{s-r} e^{-S_2(u)} du. \]

**Proof of Proposition 8.** Using the moment formula (10), the proof follows by the same arguments of the proof of Proposition (7).

**Proof of Proposition 9.** First, observe that the p.d.f. (21) can be written as

\[ g_P(p) = \frac{2^\alpha \lambda^{\alpha+1/2} e^{\theta\lambda}}{\Gamma(\alpha)(2\pi)^{1/2}} p^{\alpha-1}(1-p)^{-\alpha - \frac{1}{2}} (2\gamma p + \theta^2(1-p))^{-\alpha + \frac{1}{4}} \times K_{\alpha-1/2} \left( \lambda(1-p)^{-\frac{1}{2}} (2p\gamma + \theta^2(1-p))^{\frac{1}{2}} \right) 1_{(0,1)}(p). \]

then

\[ \int_0^1 p^m(1-p)^{n-m} q(p) dp = \frac{e^{\theta\lambda} (2\lambda\theta)^{\alpha+1/2}}{\Gamma(\alpha)(2\pi)^{1/2}} \left( \frac{\lambda^2 \theta^2}{4} \right)^{m+\alpha} K_{\alpha-1/2} \left( \lambda(1-p)^{-\frac{1}{2}} \right) dp. \]

(by using the change of variable 1/\(1-p = x\) and formula 6.592.4 in [13])

\[ = \frac{e^{\theta\lambda} 2^{-n} (\lambda\theta)^{2n+2\alpha}}{\Gamma(\alpha)(2\pi)^{1/2}} \Gamma(m + \alpha) \times G_{3,0} \left( \frac{\lambda^2 \theta^2}{4} \begin{array}{c} 0 \\ -m - \alpha, -n, -n + 1/2 - \alpha \end{array} \right). \]

Therefore, an application of the Bayes theorem leads to the p.d.f. of the r.v. \( p|Y_1, \ldots, Y_n \), i.e.

\[ f_{p|Y_1, \ldots, Y_n}(p) = \frac{2^{2n+\alpha+1/2} (\lambda\theta)^{1/2-2n-\alpha}}{\Gamma(m + \alpha)} p^{m+\alpha-1}(1-p)^{n-m-\frac{3}{2}-\frac{5}{4}}. \]
\[
\times \left( G_{1,3}^{3,0} \left( \frac{\lambda^2 \theta^2}{4} \begin{pmatrix} 0 \\ -m - \alpha, -n, -n - 1/2 - \alpha \end{pmatrix} \right) \right)^{-1} \mathbf{1}_{(0,1)}(p)
\]

and

\[
E[p|Y_1, \ldots, Y_n] = \frac{2^{2n+\alpha+1/2}(\lambda \theta)^{1/2-2n-\alpha}}{\Gamma(m + \alpha)} \\
\times \left( G_{1,3}^{3,0} \left( \frac{\lambda^2 \theta^2}{4} \begin{pmatrix} 0 \\ -m - \alpha, -n, -n + 1/2 - \alpha \end{pmatrix} \right) \right)^{-1} \\
\times \int_0^1 p^{\alpha+m}(1-p)^{n-m-\alpha/2-n/2} \Gamma_{\alpha-1/2} \left( \lambda \theta (1-p)^{-1/2} \right) dp
\]

\[
= (\alpha + m) \left( \frac{\lambda \theta}{2} \right)^2 \\
\times \frac{G_{1,3}^{3,0} \left( \frac{\lambda^2 \theta^2}{4} \begin{pmatrix} 0 \\ -m - \alpha - 1, -n - 1, -n - 1/2 - \alpha \end{pmatrix} \right)}{G_{1,3}^{3,0} \left( \frac{\lambda^2 \theta^2}{4} \begin{pmatrix} 0 \\ -m - \alpha, -n, -n + 1/2 - \alpha \end{pmatrix} \right)},
\]

where the last expression is obtained by using the change of variable \(1/1-p = x\) and then by applying equation 6.592.4 in [13]. \(\square\)

**Proof of Proposition 10.** For \(\alpha = n \in \mathbb{N}\), one can exploit the finite sum representation of the Bessel function given by

\[
K_{n-1/2}(z) = \sqrt{\frac{\pi}{2z}} e^{-z} \sum_{i=0}^{n-1} \frac{(n - 1 + i)!}{i!(n - 1 - i)!} (2z)^i.
\]

Hence, by applying it to (30) and collecting the terms in \(y\) one obtains \(f_i(y)\), for \(i = 0, \ldots, n - 1\), up to the constant of proportionality. The latter can be obtained by applying Newton’s binomial formula to the integrand so to recognize the incomplete gamma function after switching integral and sum. By carrying out the appropriate simplifications, the result then follows. \(\square\)
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Figure 1: NID distribution based on gamma and inverse-Gaussian r.v.: A) on $\Delta^{(2)}$ with $\alpha_1 = 0.5790$, $\gamma_1 = 1$, $\lambda_i = 0.1667$, $\theta_i = 1$, $i = 1, 2$. B) on $\Delta^{(2)}$ with $\alpha_i = 1.09$, $\gamma_1 = 1$, $\lambda_i = 0.6$, $\theta_i = 1$, $i = 1, 2$. C) on $\Delta^{(2)}$ with $\alpha_1 = 0.5790$, $\gamma_1 = 3$, $\lambda_i = 0.1667$, $\theta_i = 1$, $i = 1, 2$. D) on $\Delta^{(2)}$ with $\alpha_1 = 1.09$, $\gamma_1 = 3$, $\lambda_i = 0.6$, $\theta_i = 1$, $i = 1, 2$. E) on $\Delta^{(2)}$ with $\alpha_i = 0.5790$, $\gamma_i = 3$, $i = 1, 2$, $\lambda_1 = 0.1667$, $\theta_1 = 1$. F) on $\Delta^{(2)}$ with $\alpha_i = 1.09$, $\gamma_i = 3$, $i = 1, 2$, $\lambda_1 = 0.6$, $\theta_1 = 1$. G) on $(0, 1)$ with $\alpha_1 = 0.8685$, $\lambda_1 = 0.25$, $\gamma_1 = 1$, $\theta_1 = 1$ (blue), $\gamma_1 = 3$, $\theta_1 = 1$ (red) and with $\gamma_1 = 3$, $\theta_1 = 2$ (black). H) on $(0, 1)$ with $\alpha_1 = 1.6350$, $\lambda_1 = 0.9$, $\gamma_1 = 1$, $\theta_1 = 1$ (blue), $\gamma_1 = 2$, $\theta_1 = 1$ (red) and with $\gamma_1 = 3$, $\theta_1 = 1$ (black).
Figure 2: NID distribution based on gamma r.v. with different scale and shape parameters: A) on $\Delta^{(2)}$ with $\alpha_i = 0.5790, \gamma_i = 1, i = 1, 2, 3$. B) on $\Delta^{(2)}$ with $\alpha_i = 1.09, \gamma_i = 1, i = 1, 2, 3$. C) on $\Delta^{(2)}$ with $\alpha_i = 0.5790, i = 1, 2, 3, \gamma_1 = 3, \gamma_2 = \gamma_3 = 1$. D) on $\Delta^{(2)}$ with $\alpha_i = 1.09, i = 1, 2, 3, \gamma_1 = \gamma_2 = 1, \gamma_3 = 1$. E) on $\Delta^{(2)}$ with $\alpha_i = 0.5790, i = 1, 2, 3, \gamma_1 = \gamma_2 = 3, \gamma_3 = 2$. F) on $\Delta^{(2)}$ with $\alpha_i = 1.09, i = 1, 2, 3, \gamma_1 = 2, \gamma_2 = 1, \gamma_3 = 3$. G) on $(0, 1)$ with $\alpha_i = 0.8685, i = 1, 2, \gamma_i = 1, i = 1, 2$ (blue), with $\alpha_i = 0.8685 i = 1, 2, \gamma_2 = 3$ (red) and with $\gamma_1 = 2, \gamma_2 = 3$ (black). H) on $(0, 1)$ with $\alpha_i = 1.6350, i = 1, 2$ (blue), with $\alpha_i = 1.6350, i = 1, 2, \gamma_1 = 3, \gamma_2 = 2$ (red) and with $\gamma_1 = 2, \gamma_2 = 3$ (black).