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Abstract

In this paper we show that under suitable simple assumptions the classical two populations system may exhibit unexpected behaviors. Considering a more elaborated social model, in which the individuals of one population gather together in herds, while the other one shows a more individualistic behavior, we model the fact that interactions among the two occur mainly through the perimeter of the herd. We account for all types of populations interactions, symbiosis, competition and the predator-prey interactions. There is a situation in which competitive exclusion does not hold: the socialized herd behavior prevents the competing individualistic population from becoming extinct. For the predator-prey case, sustained limit cycles are possible, the existence of Hopf bifurcations representing a distinctive feature of this model compared with other classical predator-prey models. The system’s behavior is fully captured by just one suitably introduced new threshold parameter, defined in terms of the original model parameters.
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1 Introduction

Two-dimensional dynamical systems modeling populations’ interactions are nowadays considered to be classical.

*Corresponding author. E-mail: ezio.venturino@unito.it
The Lotka-Volterra model [1, 2, 3, 4], which is the source of all the research work of the past century in population models has been modified first to account for possible logistic growth in the prey, so as to avoid the occurrence of neutrally stable oscillations. Then several other possible dynamics have been considered, which depart from the classical assumption of quadratic interactions: we can recall here for instance Holling type II and III functional responses [3, 4, 5], Holling-Tanner systems, [6, 7, 8] and ratio-dependent models [9, 10]. The latter, in particular, is subject to discussion among researchers, [11, 12, 13]. Recent and more dated research has in fact evolved toward the modeling of more complex situations, with the aim of better understanding reality, perhaps with the unmentioned assumption that everything is already known on two-dimensional systems. However, quadratic interactions based on the mass-action law are still sometimes used in more complicated models, accounting for food chains [14].

In this paper we take a different, novel view of the classical two population system, showing that under suitable assumptions in some instances it may lead to unexpected behavior. Namely, we model the interactions not just of individuals of two populations that intermingle on a common ground, but consider a more elaborated social model, in which the individuals of one population gather together in herds, to wander about in search of food sources and for defensive purposes. The concept of group defense has already been considered, [15], via suitable assumptions on the form and type of functional responses of the prey, modeled in very general terms. Specifically, there is a threshold on the size of herd of the prey beyond which the predators’ hunting capabilities begin to fall. In other words, the larger the prey population is, the smaller the success of hunting and the corresponding return rate are for predators. Here instead we derive the model by observing the behavior of the population which aggregates in herds, having in mind mainly the situation of the herbivores populating the savannas and their large predators. A similar reasoning led in [16] to the formulation of a plankton model in which toxic phytoplankton releases poison through the surface of a three-dimensional patch. We look at how the other species deals with it and at the kind of interactions that are possible in such a situation. A different way of interpreting the system consists in observing that our viewpoint tries to describe interactions occurring in space, via a suitable dynamical system in which space does not appear as an independent variable. Rather, it is embedded in the form of the system itself. Mathematically speaking this means to replace a model constructed via partial differential equations by a simpler system of ordinary differential equations, without losing the important features that the actual situation being modeled shows. The basic
idea is that while one population is assumed to be composed of individuals that essentially live independently of the other ones, the other population instead gathers in herds. The latter for defense purposes usually allows the weakest individuals to occupy the interior of the herd, leaving the healthier and stronger animals around it. What is important in any case, is that the individualistic population interacts

with the more socialized one only through the perimeter of the herd. In particular, in competing models or predator-prey models, when attacks arise, it is mostly the individuals at the border of the herd that suffer the consequences of the predators’

actions. Our aim is to assess how the social behavior ultimately affects the populations interplay. We want to look at all different types of interactions, generalizing the analysis of [17] to all possible situations.

We start from the mutualistic one, leading to symbiotic communities. We then examine the case in which the two populations compete for resources; for recent results on such type of systems see [18]. Finally the predator-prey type of interactions is investigated.

The outcome of the analysis shows that novel features arise, impossible in simple quadratic systems, at least in the last two above scenarios. Certainly some of these results can also be obtained via other types of nonlinearities, but we stress the fact that it is the assumptions we make here that render the system interesting, showing that oscillations observed in the field among interacting populations may be due to factors other than those assumed usually with Holling type II functional responses, i.e. corresponding to the satiation effect a predator experiences when the prey is too much abundant. Furthermore, our investigations indicate that the system’s behavior is completely captured by just one suitably introduced new threshold parameter, defined in terms of the original model coefficients.

The paper is organized as follows. In the next Section we briefly review the classical models, for comparison purposes. In Section 3 we discuss the model for symbiotic communities. Section 4 contains the competition system and in the following Section we analyze the predator-prey interactions. A final discussion concludes the paper.

In all the new models we denote by $R$ the highly socialized population and by $F$ the more individualistic one. All the parameters in the models are assumed to be nonnegative.
2 Brief review of the classical models

For later comparison, we present here a quick overview of the less common classical models, [3, 19], avoiding to discuss the well-known Lotka-Volterra predator-prey model, see [20].

2.1 The classical symbiotic case

We consider here two populations which both benefit from the mutual interactions. The model is known, therefore we just summarize its formulation and main features.

\[
\begin{align*}
\frac{d}{dt} R(t) &= r \left(1 - \frac{R(t)}{K_R}\right) R(t) + aR(t)F(t), \\
\frac{d}{dt} F(t) &= m \left(1 - \frac{F(t)}{K_F}\right) F(t) + aeR(t)F(t).
\end{align*}
\]  

(1)

In the absence of the other one, each population reproduces logistically, with respective carrying capacities $K_R$, $K_F$ and reproduction rates $r$, $m$, but each gains from the interaction with the other. This fact is expressed by the last terms in the equations. Here the parameter $e$ represents a fraction, which may be larger than one, measuring the relative benefits that the two populations get from their mutual interactions.

The equilibria are the boundary points here reported with their respective eigenvalues $P_1^s = (0, 0)$, $\lambda_1 = r$ and $\lambda_2 = m$; $P_2^s = (K_R, 0)$, $\lambda_1 = -r$ and $\lambda_2 = m + aeK_R$; $P_3^s = (0, K_F)$, $\lambda_1 = r + aK_F$ and $\lambda_2 = -m$. The coexistence equilibrium

\[ P_4^s = \left( \frac{K_R m(r + aK_F)}{rm - a^2 eK_F K_R}, \frac{K_F r(m + aeK_R)}{rm - a^2 eK_F K_R} \right), \]

is feasible for $rm \geq a^2 eK_F K_R$ and has characteristic equation

\[ (rm - a^2 eK_F K_R)\lambda^2 + rm(m + r + aK_F + aeK_R)\lambda + mr(r + aK_F)(m + aeK_R) = 0. \]

From the Routh-Hurwitz conditions both eigenvalues have negative real part.

The first three points turn out to be always unstable, while the latter when feasible is inconditionally stable. Note that the system then settles to population levels that are higher than those expressed by their respective carrying capacities, obtained in the absence of the other population. In case $P_4^s$ results unfeasible, i.e. for $rm < a^2 eK_F K_R$, the trajectories are unbounded, an unlikely biological result.
2.2 The classical competition model

We consider now the competition model, in which both populations are harmed by their mutual interactions. A discussion of this model with plots of the phase plane can be found for instance in [19], pages 14-18. Using the same notation as for (1), we have

\[
\frac{d}{dt} R(t) = r \left(1 - \frac{R(t)}{K_R}\right) R(t) - aR(t)F(t),
\]

\[
\frac{d}{dt} F(t) = m \left(1 - \frac{F(t)}{K_F}\right) F(t) - aeR(t)F(t),
\]

(2)

with boundary equilibria \( P^c_1 = (0,0) \), with eigenvalues \( \lambda_1 = r, \lambda_2 = m; \)

\( P^c_2 = (K_R,0) \), with eigenvalues \( \lambda_1 = -r, \lambda_2 = m - aeK_R; \)

\( P^c_3 = (0,K_F) \) with eigenvalues \( \lambda_1 = r - aK_F, \lambda_2 = -m; \) and interior equilibrium

\[
P^c_4 = \left( \frac{rK_F(aeK_R - m)}{a^2eK_FK_R - rm}, \frac{mK_R(aK_F - r)}{a^2eK_FK_R - rm} \right).
\]

The latter is feasible if and only if

\[
\text{sign}(aeK_R - m) = \text{sign}(aK_F - r) = \text{sign}(a^2eK_FK_R - rm).
\]

Hence, \( P^c_1 \) is unstable and the remaining equilibria are all conditionally stable. Namely

\( P^c_2 \) is stable if \( m < adK_R, \)

\( P^c_3 \) is stable for \( r < aK_F \)

and \( P^c_4 \) requires \( da^2K_FK_R < rm \). When \( P^c_4 \) is unstable the principle of competitive exclusion holds, i.e. only one of the two populations can survive in this context, depending on the initial conditions of the system. Furthermore, the Dulac’s criterion prevents limit cycles, [19], p. 15. A recent result for more complex situation can be found in [21].

3 The new symbiotic model

Here we introduce the herd behavior, as follows. If we consider \( R(\tau) \) to represent the density of the first population, namely number of individuals per surface unit, with the herd occupying an area \( A \), it follows that the individuals who take the outermost positions in the herd are proportional to the perimeter of the patch where the herd is located whose length depends on \( \sqrt{A} \). They are therefore in number proportional to the square root of the density, i.e. to \( \sqrt{R} \), with a proportionality constant depending on the
shape of the herd. In practice this could be regarded as a particular form of the Gompertz law, with the special exponent \( \gamma = \frac{1}{2} \). The interactions with the second populations occur only via these periferical individuals, so that instead of the standard mass-action term giving the quadratic type of interaction of (1), we find a term proportional to \( \sqrt{RF} \). The model then reads

\[
\begin{align*}
\frac{d}{d\tau} R(\tau) &= r \left( 1 - \frac{R(\tau)}{K_R} \right) R(\tau) + \tilde{a} \sqrt{R(\tau)} F(\tau), \\
\frac{d}{d\tau} F(\tau) &= \tilde{m} \left( 1 - \frac{F(\tau)}{K_F} \right) F(\tau) + \tilde{a} \tilde{e} \sqrt{R(\tau)} F(\tau),
\end{align*}
\]

where the first equation describes the evolution of the highly socialized population. It reproduces logistically and, as mentioned, it interacts with the second one only through the individuals lying at the outskirts of the herd. The second population grows also logistically and benefits from the interactions via a factor \( \tilde{e} > 0 \).

### 3.1 Model simplification

The model (3) is easily seen to possess a singularity in the Jacobian, due to the square root term. It is therefore advisable to remove it, before proceeding to the analysis. Let us define the new dependent variable \( P(\tau) = \sqrt{R(\tau)} \). After simplification, (3) becomes

\[
\begin{align*}
\frac{d}{d\tau} P(\tau) &= \frac{r}{2} \left( 1 - \frac{P(\tau)^2}{K_R} \right) P(\tau) + \frac{\tilde{a}}{2} F(\tau), \\
\frac{d}{d\tau} F(\tau) &= \tilde{m} \left( 1 - \frac{F(\tau)}{K_F} \right) F(\tau) + \tilde{a} \tilde{e} P(\tau) F(\tau).
\end{align*}
\]

Note that here we have divided the first equation by \( P \). However, if \( P \equiv 0 \), the first equation becomes an identity, and the system reduces just to the evolution equation for \( F \). This is to be taken into account in the next Subsection, when analyzing the equilibria.

If we rescale the variables as follows

\[
p = \frac{P}{K_p}, \quad f = \frac{F}{K_F}, \quad t = \frac{r \tau}{2},
\]

and define the new parameters

\[
a = \frac{\tilde{a} K_F}{r \sqrt{K_R}}, \quad m = \frac{2 \tilde{m}}{r}, \quad e = \frac{2 \tilde{a} \tilde{e} \sqrt{K_R}}{r},
\]
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the adimensionalized system can be written as
\[
\begin{align*}
\frac{d}{dt} p(t) &= (1 - p(t)^2) p(t) + a f(t), \\
\frac{d}{dt} f(t) &= m (1 - f(t)) f(t) + \epsilon p(t) f(t).
\end{align*}
\] (5)

### 3.2 Equilibria

The equilibria are the boundary points \( P_{1s}^S = (0, 0) \), \( P_{2s}^S = (1, 0) \), \( P_{3s}^S = (0, 1) \), with the last one arising from the above mentioned fact that for \( p \equiv 0 \) the first equation is an identity. The latter two equilibria correspond to the points \((K_R, 0)\) and \((0, K_F)\) in the original model. The coexistence equilibrium \( P_{4s}^S = (p_P, f_P) \) arises from the roots of the cubic
\[
\Psi(p) \equiv -p^3 + \left( 1 + \frac{ae}{m} \right) p + a.
\]

Since \( \Psi(0) > 0 \) and \( \Psi'(0) > 0 \) there is only one positive root, leading to only one coexistence equilibrium, with
\[
f_P = \frac{1}{a} p_P (p_P^2 - 1) = 1 + \frac{e}{m} p_P \geq 0,
\] (6)

showing that it is always feasible. But from the first equation (6) for the prey population we obtain the lower bound
\[
p_P \geq 1.
\] (7)

### 3.3 Stability

The Jacobian of (3) is
\[
\begin{pmatrix}
1 - 3p^2 & a \\
e f & m(1 - 2f) + ep
\end{pmatrix}
\] (8)

At the origin \( P_1^S \), we find the eigenvalues \( \lambda_1 = 1 \) and \( \lambda_2 = m \), showing its instability.

At \( P_2^S \) the characteristic equation factors, giving the eigenvalues \( \lambda_1 = -2 \) and \( \lambda_2 = m + e > 0 \) from which instability follows.

At \( P_3^S \) the system degenerates into only the second equation (5) for which on the line \( p = 0 \) the point \( P_3^S \) is a stable equilibrium. However, since at any point \((\epsilon, f^0)\), with \( \epsilon > 0 \) but arbitrarily small and \( f^0 \) arbitrary we have
\[
\frac{d}{dt} p = af^0 + O(\epsilon) > 0,
\]
it follows that \(P^S_3\) cannot be stable in the \(p-f\) phase plane.

The explicit coordinates of \(P^S_4\) are not known, but from the phase plane analysis, see Figure 1, \(P^S_4\) is seen to be a stable node. This conclusion is also algebraically confirmed, from the Routh-Hurwitz criterion applied to the characteristic equation, giving

(a): \(- tr(J(PS_4)) \equiv \phi(p_P) = 3p_P^2 - 1 + mf_P > 0,
\)

(b): \(det(J(PS_4)) \equiv \Phi(p_P) = -mf_P[1 - 3p_P^2] - aef_P > 0.
\)

The first one, which using (7) can be explicitly rewritten as

\[
\phi(p_P) = 3p_P^2 - 1 + mf_P > 2 + mf_P > 0,
\]
is then found to hold always. Condition (a) holds then unconditionally.

For (b), using both equations (6) in its definition and the bound (7), the cubic \(\Phi\) explicitly becomes

\[
\Phi(p_P) = (ep_P + m)[3p_P^2 - 1] + ep_P[1 - p_P^2] = p_P^2(2ep_P + 3m) - m > 2ep_P^3 + 2m > 0.
\]

Hence also the second Routh-Hurwitz condition holds unconditionally.

We now show an important result for this model.

Take a point \(\hat{P} = (\hat{p}, \hat{f})\) in the phase plane, with \(\hat{p} > p_P, \hat{f} > f_P\) and lying below the isocline \(\frac{dp}{dt} = 0\) and above the isocline \(\frac{df}{dt} = 0\), thus for which the inequalities

\[
(1 - \hat{p}^2)\hat{p} + a\hat{f} < 0, \quad m(1 - \hat{f}) + e\hat{p} < 0
\]

hold. It identifies a rectangle \(\Omega\) in the phase plane, with opposite vertex given by the origin. This set \(\Omega\) is a positively invariant set for the dynamical system (5). In fact the coordinate axes cannot be crossed by the existence and uniqueness theorem, since the system is homogeneous and therefore they are solution trajectories. Furthermore on the vertical line \(p = \hat{p}\) we have \(\frac{df}{dt} < 0\) while instead \(\frac{df}{dt} < 0\) on the horizontal line \(f = \hat{f}\). Hence the flow of (5) enters into \(\Omega\) from these sides. Furthermore all system’s trajectories must enter it, since the chosen point \(\hat{P}\) lying on the north-east of \(P^S_4\) is arbitrary. Thus letting \((\hat{p}^{(0)}, \hat{f}^{(0)})\) denote the initial point for any trajectory, by choosing \(\hat{p}^{(0)}, \hat{f}^{(0)} > 0\) we can ensure that the trajectory lies entirely in \(\Omega\).

Introducing now the function \(B(p, f) = (pf)^{-1}\) and calculating the ex-
expression

\[
\frac{\partial}{\partial p} \left[ B(p, f) \frac{dp}{dt} \right] + \frac{\partial}{\partial f} \left[ B(p, f) \frac{df}{dt} \right] \\
= \frac{\partial}{\partial p} \left[ \frac{1}{pf} \left( p(1 - p^2) + af \right) \right] + \frac{\partial}{\partial f} \left[ \frac{1}{pf} \left( m f(1 - f) + ep f \right) \right] \\
= -\frac{2p}{f} - \frac{a}{p^2} - \frac{m}{p} < 0
\]

we discover that it is negative in \( \Omega \), therefore by Dulac’s theorem, no periodic orbit of (5) can exist in \( \Omega \). Since the equilibrium \( P^S_4 \) is locally asymptotically stable, all the other ones are unstable, and no periodic orbit can exist in \( \Omega \), it follows that \( P^S_4 \) must also be globally asymptotically stable.

In summary we have the following theorem.

**Theorem 1.** The coexistence equilibrium \( P^S_4 \) of the system (5) is globally asymptotically stable.

![Figure 1: Symbiotic model (5). Parameter values: \( a = 5, m = 6, e = 3 \).](image)

### 3.4 Obligated mutualism for the solitary population

A variation of the model (3) can be introduced by considering obligated mutualism. We assume it only for the second population; no relevant changes occur when it is assumed for both populations. The model gets modified as follows

\[
\frac{d}{d\tau} R(\tau) = r \left( 1 - \frac{R(\tau)}{K} \right) R(\tau) + a \sqrt{R(\tau)} F(\tau),
\]

\[
\frac{d}{d\tau} F(\tau) = -\tilde{m} F(\tau) + a\tilde{e} \sqrt{R(\tau)} F(\tau).
\]  

(9)
Figure 2: Phase space diagram of the obligated mutualistic system (10) for the parameter values \( m = 1.5 \), \( e = 1 \) implying \( \rho = 1.5 \).

The singularity can be removed and the system can be adimensionalized in a similar way as for (3), with

\[
m = \frac{2 \tilde{m}}{r}, \quad e = \frac{2 \tilde{e} \sqrt{K}}{r},
\]

to get

\[
\begin{align*}
\frac{d}{dt} p(t) &= p(1 - p^2) + f, \\
\frac{d}{dt} f(t) &= (ep - m)f,
\end{align*}
\]

(10)

with Jacobian

\[
\tilde{J} \equiv \begin{pmatrix}
1 - 3p^2 & 1 \\
ep & ep - m
\end{pmatrix}.
\]

Let us define the parameter

\[
\rho = \frac{m}{e}.
\]

(12)

The boundary equilibria are the origin, always unstable, and the point \( \tilde{P}_2 \equiv (1, 0) \), stable if \( \rho > 1 \). Note that in this case the point \( P_3^S = (0, 1) \) is not an equilibrium, contrary to what happens when symbiosis is not obligated. This is clearly biologically reasonable, since \( P_3^S \) corresponds to the extinction of
the population \( p \) that is necessary for the survival of \( f \), the species for which mutualism is obligated and therefore the latter cannot survive. Further, there is the coexistence equilibrium \( \tilde{P}_4 \equiv (\tilde{p}, \tilde{f}) \equiv (\rho, \rho(\rho^2 - 1)) \), feasible for \( \rho > 1 \). It turns out to have always a positive eigenvalue though, since the determinant of the Jacobian is negative, \( \tilde{J}(\tilde{P}_4) = -e\tilde{f} < 0 \). Thus the coexistence equilibrium is always unstable, Figure 2.

In summary, for \( \rho > 1 \), equilibrium \( \tilde{P}_2 \) is feasible and locally asymptotically stable, while \( \tilde{P}_4 \) is feasible and unstable; more specifically it is a saddle and above the separatrix the system’s trajectories tend to infinity. For \( \rho < 1 \) instead no stable equilibria exist since \( \tilde{P}_2 \) becomes unstable and \( \tilde{P}_4 \) infeasible; all the trajectories of the system (10) then tend to infinity.

This is an unlikely situation from the biological point of view, but mathematically it can occur, as shown in Figure 3.

4 The competition model

We consider here two populations fighting for the same resources. Again \( R \) denotes the highly socialized one, living and wandering in herds. The \( F \) population is instead once again the more lonely one and the interactions among the two occur only at the boundary of the herd, therefore involving only the individuals of \( R \) who generally occupy positions at the margin of
the herd. The model reads

\[ \frac{d}{dt} R(t) = r \left( 1 - \frac{R(t)}{K_R} \right) R(t) - \tilde{a} \sqrt{R(t)} F(t), \quad (13) \]

\[ \frac{d}{dt} F(t) = \tilde{m} \left( 1 - \frac{F(t)}{K_F} \right) F(t) - \tilde{a} \tilde{e} \sqrt{R(t)} F(t). \]

Upon rescaling, proceeding as for the model (3), we find the following adimensionalized model

\[ \frac{d}{dt} p(t) = p(1 - p^2) - af, \]
\[ \frac{d}{dt} f(t) = mf(1 - f) - epf. \quad (14) \]

### 4.1 Equilibria

We find the boundary points \( P_C^1 = (0, 0), P_C^2 = (1, 0), P_C^3 = (0, 1), \) the latter arising as a special case, since for \( p \equiv 0 \) the first equation becomes an identity. The coexistence equilibrium is obtained from the roots of the following cubic

\[ \Pi(p) = p^3 - \left( 1 + \frac{ae}{m} \right) p + a = 0. \]

By Descartes’ rule, there are either two positive roots, \( \tilde{p}_\pm, \) or none. Hence possibly two equilibria, \( P_{4\pm}. \) Precisely, since \( \Pi(0) > 0 \) and \( \Pi'(0) < 0, \) letting

\[ \bar{\rho} = \sqrt{\frac{1}{3} \left( 1 + \frac{ae}{m} \right)} \]

this value being defined by \( \Pi'(\bar{\rho}) = 0, \) there are two roots if and only if \( \Pi(\bar{\rho}) < 0 \) which amounts to

\[ \bar{\rho}^3 \geq \frac{1}{2} a. \quad (15) \]

The latter is the existence condition for the interior equilibria \( P_{4\pm} = (\tilde{p}_\pm, \tilde{f}_\pm), \) with predators’ level given by

\[ f_\pm = \frac{1}{a} (1 - \tilde{p}_\pm^2) \tilde{p}_\pm = 1 - \frac{e}{m} \tilde{p}_\pm. \]

From this, feasibility requires then that \( \bar{\rho}_\pm \leq 1, \) \( \bar{\rho}_\pm \leq \rho \) so that combining the two, we get

\[ \bar{\rho}_\pm \leq \min\{1, \rho\}. \quad (16) \]

Also, note that \( \bar{\rho}_- < \bar{\rho} < \bar{\rho}_+. \)
Figure 4: Competition model (14). Phase plane diagram for the case $a = \frac{1}{3}$, $m = 0.9$, $e = 1$ i.e. for $\rho = 0.9$. Note that in this case $P_{4+}$ is infeasible, since $\tilde{p}_+ > \rho$. The figure shows bistability with the equilibria $P_2^C$ and $P_3^C$.

4.2 Stability

The Jacobian matrix of (13) is

$$J \equiv \begin{pmatrix} 1 - 3p^2 & -a \\ -ef & m(1 - 2f) - ep \end{pmatrix}. \quad (17)$$

At the origin, the eigenvalues are 1 and $m$, so that it is unstable. The point $P_2^C$ is stable if and only if

$$\rho < 1, \quad (18)$$

having eigenvalues $-2$ and $m - e$. At equilibrium $P_3^C$ instead the system reduces only to one logistic equation and on the axis $p = 0$ this equilibrium is stable. Furthermore, if we consider the point $(\epsilon, f_0)$ with $\epsilon > 0$ arbitrarily small and $f_0 = 1 + \eta$, also with $\eta \in \mathbb{R}$ small, then we find that at this point $\frac{d}{dt}p = \epsilon(1 - \epsilon^2) - a(1 + \eta) = -a + O(\eta) + O(\epsilon) < 0$, while $\frac{d}{dt}f = mf_0(1 - f_0) - ef_0\epsilon = -(1 + \eta)(m\eta + e\epsilon)$ so that the sign depends on how relatively close to zero are the quantities $\eta$ and $\epsilon$. But the first inequality shows that $p$ decreases, so that ultimately $P_3^C$ is approached. Therefore it is locally asymptotically stable.

For the interior equilibria, we find that quantities needed by the Routh-
Hurwitz conditions become

\[(c): -\text{tr}(J(P_{4\pm})) = 3\tilde{p}_\pm^2 - e\tilde{p}_\pm + m - 1,\]
\[(d): \det(J(P_{4\pm})) = 3m\tilde{p}_\pm^2 - ae - m.\]

Let the roots of the quadratic associated to (c) be denoted by \(p^\pm = \frac{1}{6}(c \pm \Delta),\) where \(\Delta = c^2 + 12(1 - m).\) If \(\Delta < 0,\) we have \(-\text{tr}(J(P_{4\pm})) > 0\) always. In the opposite case the solutions of the inequality will lie outside the interval of the roots, namely in \([0, p^-] \cup [p^+, \infty)\) for \(m \geq 1\) and in \([p^+, \infty)\) conversely for \(m < 1.\) Instead (d) holds for \(\tilde{p}_\pm\) in \([\bar{p}, \infty).\) Since \(\tilde{p}_- < \bar{p},\) the smaller root \(\tilde{p}_-\) will never satisfy this inequality and therefore the corresponding equilibrium \(P_{4-}\) will always be unstable.

Combining the results for (c) and (d), both Routh-Hurwitz conditions will be satisfied for \(\tilde{p}_+\) in some cases only, summarized in the following result.

**Theorem 2.** The interior equilibria of system (14), feasible if (15) holds, are characterized as follows: \(P_{4-}\) when feasible, is always unstable. Furthermore

- for \(\Delta < 0\) the point \(P_{4+}\) is a stable equilibrium;
- for \(\Delta > 0\) and \(m < 1\) the interior equilibrium \(P_{4+}\) exists and is stable if \(\bar{p} > \max\{\hat{p}, p^+\};\)
- for \(\Delta > 0\) and \(m > 1\) the interior equilibrium \(P_{4+}\) exists and is stable if \(\bar{p} > \max\{p^-, \hat{p}, p^+\}\) and \(\bar{p} < \hat{p} < p^-\).
Figure 6: Competition model (14). Phase plane diagram for the case $a = \frac{1}{3}$, $m = 1$, $e = 1$ i.e. for $\rho = 1$.

More precisely, for $m > 1$ there can be either two equilibria or none, see respectively Figures 8 and 7 below. In the latter case, $P_C^3$ is always stable. In the former, $P_{4-}$ is a saddle and there is bistability, $P_C^3$ and $P_{4+}$ are both stable equilibria. For $\rho < 1$, $P_{4-}$ is again a saddle, the model exhibits bistability, but in this case with the two boundary equilibria $P_C^3$ and $P_C^2$, Figure 4, since $P_{4+}$ is infeasible. Therefore, in general, apart from the circumstance of $P_{4+}$ being feasible, the principle of competitive exclusion holding for the classical model, maintains its validity in the new model as well.

The borderline case of $\rho = 1$ can have a single stable equilibrium, Figure 5, but it can also exhibit bistability, Figure 6, depending on whether $a > 1$ or $a < 1$.

Bistability for $\Delta > 0$ and $m > 1$ is however a novel feature of the system (14), compared with the classical competition model. In fact, depending on the initial condition, either only the population $f$ survives, at equilibrium $P_C^3$, or both populations survive, at the stable interior equilibrium. The herd behavior then acts as a factor which could allow the survival of the individualistic population, a counterintuitive result.

5 The predator-prey model

In this context, $F$ denotes the predator population and $R$ the prey, the latter exhibiting a highly socialized behavior, living in herds, the weaker individuals being kept at the center of their herd for defensive purposes. If the prey
Figure 7: Competition model (14) with no interior equilibria. Phase plane diagram for the case $a = 1$, $m = 9$, $e = 3$ i.e. for $\rho = 3$. Condition (15) cannot be satisfied since here $\bar{p} = \frac{2}{3}$ and therefore $\bar{p}^3 = \frac{8}{27} < \frac{1}{2} = \frac{1}{2}a$.

experience intraspecific competition and represent the only food source for the predators, the system becomes

\[
\frac{d}{dt} R(t) = r(1 - \frac{R(t)}{K})R(t) - a \sqrt{R(t)}F(t) , \\
\frac{d}{dt} F(t) = -\tilde{m}F(t) + a \tilde{e} \sqrt{R(t)}F(t) ,
\]

with $r$ denoting the prey net reproduction rate and $K$ their carrying capacity, $\tilde{e}$ the conversion coefficient and $\tilde{m}$ and $a$ the predators’ mortality and hunting rates.

Rescaling as done earlier in Section 3.4 leads to

\[
\frac{d}{dt} p(t) = (1 - p^2)p - f , \\
\frac{d}{dt} f(t) = (ep - m)f = ef(p - \rho) .
\]

5.1 Equilibria

We find the points

\[
P_1^P = (0, 0) , \quad P_2^P = (1, 0) , \quad P_4^P \equiv (p^*, f^*) = (\rho, \rho(1 - \rho^2)) ,
\]
the first two being inconditionally feasible. \( P_4^P \) requires nonnegativity of the predator population, giving the feasibility condition

\[
\rho < 1. \tag{21}
\]

Note further that in this case the point \( P_3^P = (0, 1) \) is not an equilibrium, as for the case of obligated mutualism and contrary to the other symbiotic and competing models.

### 5.2 Stability

The system (20) has the Jacobian

\[
J \equiv \begin{pmatrix}
1 - 3p^2 & -1 \\
ef & ep - m
\end{pmatrix}.
\tag{22}
\]

At the origin the eigenvalues are 1 and \(-m\) for which \( P_1^P \) is unstable. At \( P_2^P \) they are \(-2\) and \(e - m\). The stability condition for \( P_2^P \) then reduces to the opposite of (18), namely of what happens in the competing case, and also to the opposite of the feasibility condition for \( P_4^P \) in this system, (21), namely

\[
\rho > 1. \tag{23}
\]
For the Routh-Hurwitz conditions for the interior equilibrium we find

\[-\text{tr}J(P_4^P) = 3\rho^2 - 1, \quad \text{det}(J(P_4^P)) = m(1 - \rho^2).\]

The conditions are satisfied respectively for \(\rho > (\sqrt{3})^{-1}\) and \(\rho < 1\).

The above considerations can be summarized as follows. The origin, \(P_1^P\), is always unstable, and the results for the equilibria \(P_2^P\) and \(P_4^P\) give several situations summarized in Table 1. Note that \(P_2^P\) is stable if and only if \(P_4^P\) is infeasible, compare (23) and (21).

<table>
<thead>
<tr>
<th>Condition</th>
<th>(P_2^P)</th>
<th>(P_4^P)</th>
<th>Bifurcation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho &gt; 1)</td>
<td>asymptotically stable</td>
<td>infeasible</td>
<td></td>
</tr>
<tr>
<td>(\rho = 1)</td>
<td></td>
<td></td>
<td>transcritical at (P_4^P = P_2^P)</td>
</tr>
<tr>
<td>(\frac{1}{\sqrt{3}} &lt; \rho &lt; 1)</td>
<td>unstable</td>
<td>asymptotically stable</td>
<td></td>
</tr>
<tr>
<td>(\rho = \frac{1}{\sqrt{3}})</td>
<td>unstable</td>
<td></td>
<td>Hopf</td>
</tr>
<tr>
<td>(0 &lt; \rho &lt; \frac{1}{\sqrt{3}})</td>
<td>unstable</td>
<td>unstable</td>
<td></td>
</tr>
</tbody>
</table>

### 5.2.1 System’s behavior in terms of \(\rho\)

We investigate the system’s behavior assessing the \(\omega\)-limit sets of the dynamical system in terms of \(\rho\), by drawing its nullclines in the phase plane.

**The case \(\rho > 1\)**

\(P_2^P\), the predator-free equilibrium, is locally asymptotically stable and the coexistence equilibrium is infeasible, since the nullclines intersect for \(f < 0\), see Figure 9. The system’s trajectories are easily shown to be bounded. Indeed let

\[f^+ \equiv f(\frac{1}{\sqrt{3}}) = \frac{2}{3\sqrt{3}}\]

be the maximum value of the nullcline for \(p\). Then the set \(T = \{(p, f) : \rho \geq p \geq (\sqrt{3})^{-1}, f \leq f^+\}\), is a positively invariant set of (19), Figure 10. Note that the trajectories enter into the set \(T\) on the vertical line \(p = \rho\), since they
are oriented down and to the left. Trajectories, see Figure 9, move similarly down and to the left on the horizontal line \( f = f^+ \), which is not shown. On the vertical line \( p = (\sqrt{3})^{-1} \) instead trajectories move down and to the right.

Before proceeding, we subdivide the first quadrant into a few subsets, which will help in the analysis. Regions I-IV are defined as follows:

\[
I = \{(p, f) : p \geq \rho\}, \\
II = \{(p, f) : p \leq \rho f \geq f^+\}, \\
III = \{(p, f) : p \leq (\sqrt{3})^{-1}, p(1 - p^2) \leq f \leq f^+\}, \\
IV = \{(p, f) : p \leq (\sqrt{3})^{-1}, p(1 - p^2) \geq f\}.
\]

These regions are graphically depicted in Figure 10.

**Lemma 1.** Starting from region I, at some suitable time \( t_2 > 0 \) the prey population attains the level \( p(t_2) = \rho \). Thus trajectories originating in region I enter either into region II, Figure 10, or into the set \( T \).

**Proof.** Consider the initial condition \((p_0, f_0)\) for the solution of (20). Here \( p_0 > \rho > 1 \). Thus the second equation in (20) gives a nonnegative derivative, \( \frac{df}{dt} \geq 0 \) so that \( f(t) \geq f_0 \) follows. In view of the inequality \( 1 - p_0 \leq 0 \), from the first equation in (20) we find \( \frac{dp}{dt} \leq -f \leq -f_0 \) so that \( p \) decreases from its initial value \( p_0 \) as \( t \) grows, until eventually the inequality \( p \geq 1 \) ceases to hold. Integrating we find

\[
p(t) \leq -f_0 t + p_0.
\]
Let \( t_1 \) be the time at which \( p(t_1) = \rho \), namely \( t_1 = \frac{p_0 - \rho}{f_0} \). From the inequality (24) evaluated at time \( t_1 \), we find
\[
p(t_1) \leq \rho.
\] (25)

Now two alternatives are possible. Either \( p(t) \geq \rho \) for every \( t \in [0, t_1] \), or in \([0, t_1]\) there is a \( t^* \) for which \( p(t^*) < \rho \). In the former case it follows \( p(t_1) \geq \rho \) which combined with (25) gives \( p(t_1) = \rho \), i.e. we take \( t_2 = t_1 \). In the second case the continuity of the function \( p(t) \) ensures the existence of a \( t_2 \in [0, t^*] \) such that \( p(t_2) = \rho \). There are two possible cases now. Either \( f(t_2) \geq f^+ \), in which case the trajectory enters region II, or \( f(t_2) \leq f^+ \) in which case it enters the positively invariant set \( T \).

**Lemma 2.** Starting from region II, at some suitable time \( t_2 > 0 \) the predator population attains the level \( f(t_2) = f^+ \) for \( p > (\sqrt{3})^{-1} \). Thus trajectories originating in region II enter either into region III, Figure 10, or into the set \( T \).

**Proof.** Consider the initial condition \((p_0, f_0)\) for the solution of (20), assuming \( p_0 < \rho, f_0 > f^+ \). Since \( \frac{dp}{dt} \leq 0 \), it follows \( p \leq p_0 \). From the second equation in (20) we have \( \frac{df}{dt} = ef(p - \rho) \leq ef(p_0 - \rho) \equiv -Cf, \ C > 0 \). Integrating, \( f(t) \leq f_0 \exp[-Ct] \rightarrow 0 \) as \( t \rightarrow \infty \). Hence proceeding as in Lemma 1, for some \( t_2 > 0 \), \( f(t_2) = f^+ \). At this time, either \( p(t_2) \geq (\sqrt{3})^{-1} \), for which the trajectory enters into the set \( T \), or \( p(t_2) \leq (\sqrt{3})^{-1} \), in which case the trajectory enters region III.
Lemma 3. All trajectories originating in region III enter into region IV, Figure 10.

Proof. Take the initial condition \((p_0, f_0)\) in region III, so that \(p_0 < (\sqrt{3})^{-1} < \rho, \ p(1 - p^2) < f_0 \leq f^+\). For the solution of (20) we have \(\frac{df}{dt} < 0\). Furthermore \(\frac{df}{dt} \leq ef\left((\sqrt{3})^{-1} - \rho\right) = -Kf, \ K > 0\). Integrating, \(f(t) \leq f_0 \exp(-Kt)\). Thus for every \(\epsilon > 0\) there are two cases: either for all \(t > 0\) \(f(t) \geq p(t)(1 - p^2(t)) + \epsilon\) so that \(\frac{dp}{dt} < -\epsilon\) from which integrating we find \(p(t) \leq -et + p_0\) implying then the existence of some \(t^*\) for which \(p(t^*) = 0\). But this is not possible because then through the point \((p(t^*), f(t^*)) = (0, f(t^*))\) there would be two system’s trajectories, the one through \((p_0, f_0)\) and the coordinate axis \(p = 0\), contradicting the existence and uniqueness theorem. In the second case, for every \(\epsilon > 0\) there is some \(\bar{t} > 0\) for which \(f(\bar{t}) - p(\bar{t})(1 - p(\bar{t})^2) < \epsilon\), which implies \(f(\bar{t}) \leq p(\bar{t})(1 - p(\bar{t})^2)\) and therefore \(\frac{dp}{dt} \geq 0\), inequality stating that the trajectory has entered region IV.

Lemma 4. All trajectories originating in region IV enter into the positive invariant set \(T\), Figure 10.

Proof. Here we have \(\frac{dp}{dt} \geq 0\), for which \(p\) grows. Hence \(\frac{dp}{dt} = p(1 - p^2) - f \geq p \geq p_0\) and integrating \(p(t) \geq p_0(t + 1)\). It follows that for some \(t_1\), \(p(t_1) \geq (\sqrt{3})^{-1}\), and reasoning as in Lemma 2, it follows that there is \(t_2\) such that \(p(t_2) = (\sqrt{3})^{-1}\), i.e. the trajectory enters into the set \(T\).

Lemma 5. No closed orbits exist in \(T\).

Proof. Considering the expression

\[
\frac{\partial}{\partial p} \left[ \frac{dp}{dt} \right] + \frac{\partial}{\partial f} \left[ \frac{df}{dt} \right] = \frac{\partial}{\partial p} \left[ (p(1 - p^2) - f) \right] + \frac{\partial}{\partial f} \left[ ef(p - \rho) \right]
= 1 - 3p^2 + e(p - \rho) < 0,
\]

since by construction in \(T\) we have \(\rho > p > (\sqrt{3})^{-1}\), we find that it is one-signed in \(T\). Hence no closed orbits exist in \(T\), by Dulac’s theorem.

Combining the results of Lemmas 1-4, all the trajectories ultimately are confined to the invariant set \(T\). By Lemma 5 no periodic orbits exist in \(T\). Since \(P_2^P\) is the only possible equilibrium in \(T\), all the system’s trajectories must approach it. The following result summarizes these considerations.

Theorem 3. In the case \(\rho > 1\), \(P_2^P\) is globally asymptotically stable.

The vertical nullcline moves to the left when \(\rho\) decreases toward the value \(\rho = 1\). At this value the two nullclines intersect at \(P_2^P \equiv P_4^P\). Past this value,
the coexistence equilibrium $P_4^P$, i.e. the nullclines’ intersection, becomes feasible while $P_2^P$ becomes unstable, showing the transcritical bifurcation.

**The case** $\frac{1}{\sqrt{3}} < \rho < 1$

![Figure 11: Predator-prey model (20). Phase plane diagram for the case $m = 0.7, e = 1$ i.e. for $\rho = 0.7$.](image)

Here, in addition or as replacement of regions previously defined, we also introduce the following ones:

$I_a = \{(p, f) : p \geq 1\}$,

$I_b = \{(p, f) : 1 \geq p \geq \rho, f \geq \bar{f}(p)\}$,

$II_b = \{(p, f) : p \leq \rho, p(1-p^2) \leq f \leq f^+\}$,

$V = \{(p, f) : \rho \leq p \leq 1, p(1-p^2) \geq f\}$,

$VI = \{(p, f) : \rho \geq p \geq (\sqrt{3})^{-1}, p(1-p^2) \geq f\}$,

where $\bar{f}(p)$ denotes the system’s trajectory through the point $((\sqrt{3})^{-1}, f^+)$.

These regions are graphically depicted in Figure 12.

Table 1 shows that $P_4^P$ is stable, so that the trajectories will approach this equilibrium, although this clearly cannot be seen from the phase plane picture alone, see for instance Figure 11 and compare it with Figure 17.

Here the nullclines $f = p(1-p^2)$ and $p = \rho$ intersect at the feasible coexistence equilibrium $P_4^P$.

**Remark.** By a procedure similar to Lemma 1, it is seen that trajectories from region Ia will enter into region Ib.
We now construct a positively invariant set. But for this task we need to integrate backwards, so taking $t = -s$ and $\bar{p}(s) = p(-t)$, $\bar{f}(s) = f(-t)$, the system (20) becomes
\[
\frac{d}{ds} \bar{p}(s) = \bar{f}(s) - \bar{p}(s)(1 - \bar{p}(s)^2),
\]
\[
\frac{d}{ds} \bar{f}(s) = e\bar{f}(s)(\rho - \bar{p}(s)).
\]  

Lemma 6. Moving backwards, the trajectory starting at $(p_0, f_0) \equiv (\rho, f^+)$ in a finite time either hits the vertical line $\bar{p} = 1$, at level say $\bar{f} = f^-$, or crosses into region $V$.

Proof. Either for every $\bar{p}$ such that $1 > \bar{p} > \rho$, we have at all times $\bar{f} - \bar{p}(1 - \bar{p}^2) > L$, for an arbitrary $L > 0$, or there is an $s^*$ such that $\bar{f}(s^*) = \bar{p}(s^*)(1 - \bar{p}^2(s^*))$. In the last case the trajectory enters region $V$. In the former, we have $\bar{p}' > L$ from which integrating $\bar{p}(s) > Ls + p_0$ and then there is $s_1$ for which $p(s_1) \geq 1$ as claimed. Set then $f^- = \bar{f}(s_1)$.

In the former case it follows that a positive invariant set $E_1$ can be constructed by taking the $p$ axis for $(\sqrt{3})^{-1} \leq \bar{p} \leq 1$, the vertical lines $p = (\sqrt{3})^{-1}$, up to height $f^+$, and $p = 1$, up to height $f^-$, the horizontal segment at height $f = f^+$ for $(\sqrt{3})^{-1} < p < \rho$, and the trajectory joining the points $(\rho, f^+)$ and $(1, f^-)$ just constructed in Lemma 6, see Figure 13.

Lemma 7. Moving backwards, the trajectory entering region $V$ from Lemma 6 enters region VI in a finite time.
Figure 13: Invariant set $E_1$.

**Proof.** Let us assume that for every $s$ we have $\bar{p}(s) - \rho > H$ for some $H > 0$. Then $\bar{f}' < -eH \bar{f}$ from which, integrating, we have $\bar{f} < f_0 \exp(-eHs)$. It follows that $\bar{p}' \leq f_0 \exp(-eH s) - \bar{p}(1 - \bar{p}^2) \leq f_0 \exp(-eH s) - \rho(1 - \bar{p}_0^2)$, since $\bar{p} > \rho$ and $1 - \bar{p} > 1 - \bar{p}_0$. Integrating once more $\bar{p}(s) \leq (eH)^{-1} f_0 [1 - \exp(-eH s)] + \bar{p}_0 - \rho(1 - \bar{p}_0^2) s$. Clearly $\bar{p}(s) \to -\infty$ as $s \to +\infty$ so that for some $\bar{s}$, we have $\bar{p}(\bar{s}) < \rho$, contradicting the assumption. Hence there is $\hat{s}$ such that $\bar{p}(\hat{s}) \leq \rho$, i.e. the trajectory enters region VI.

**Lemma 8.** Moving backwards, the trajectory entering region VI from Lemma 7 either crosses the vertical line $p = (\sqrt{3})^{-1}$ at height say $f_+$, or it enters region IIb in a finite time.

**Proof.** In this region, since $\bar{p}' < 0$, either we find $\bar{p}(\tilde{s}) \leq (\sqrt{3})^{-1}$ for some $\tilde{s} > 0$, in which case the first conclusion holds, or for all $s > 0$ and for some $M > 0$, $\bar{p}(s) \geq (\sqrt{3})^{-1} + M$ holds. Since $\bar{f}' = e\bar{f}(\rho - \bar{p}) > e\bar{f}(\rho - \bar{p}_0) \equiv Nf > 0$ then it follows for that for some $\bar{s}$ we find $\bar{f}(\bar{s}) \geq f_0 \exp(N\bar{s}) \geq 2(3\sqrt{3})^{-1} = \max \bar{p}(1 - \bar{p}^2)$, or in other words $\bar{f}$ grows larger than $\bar{p}(1 - \bar{p}^2)$. There is thus $s_*$ such that $\bar{f}(s_*) = \bar{p}(s_*)(1 - \bar{p}(s_*^2)^2)$, for which then $\bar{f}'(s_*) = 0$. This implies that the trajectory enters region IIb.

In case the vertical line is crossed, we can define the positive invariant set $E_2$ as being bounded above by the segment $f = f^+$ between the lines $p = (\sqrt{3})^{-1}$ and $p = \rho$, the trajectory constructed from point $(\rho, f^+)$ joining it backwards with point $((\sqrt{3})^{-1}, f_+)$, the vertical segment $p = (\sqrt{3})^{-1}$ between $f = f_+$ and $f = f^+$, see Figure 14.
Lemma 9. Moving backwards, the trajectory entering region IIb from Lemma 8 in a finite time crosses first the horizontal line $f = f^+$ and afterward the vertical line $p = \rho$ at a level $f_* > f^+$.

Proof. We backtrack from the point $(\bar{p}_0, \bar{f}_0) \equiv (\bar{p}_0, \bar{p}_0(1 - \bar{p}_0^2))$. Since $\bar{p}_0 < \rho$, we find $\bar{f}' - e\bar{f}(\rho - \bar{p}_0) > 0$, so that $\bar{f}$ grows. Also, $\bar{p}' > 0$ and $\bar{p}$ grows as well, $\bar{p} > \bar{p}_0$. Integrating we find $\bar{f}(s) > \bar{f}_0 \exp(e(\rho - \bar{p}_0)s)$. Hence for some $s^+$ we find $\bar{f}(s^+) = f^+$ and we can have either $p_- \equiv \bar{p}(s^+) < \rho$ or $\bar{p}(s^+) \geq \rho$. In the former case the horizontal line is hit first as claimed. The latter case implies then that the trajectory crosses first the vertical line $p = \rho$ but this must occur at the height $\bar{f}(s^+) < f^+$. This entails that traversing the trajectory forwards, the same would wind around the equilibrium point but going farther away from it, in other words it would behave as the equilibrium were locally asymptotically unstable, contradicting our former local stability analysis. Hence the first alternative must hold, implying that there is $s_* < s^+$ such that $\bar{p}(s_*) = \rho$, with $\bar{f}(s_*) \equiv f_* > f^+$.

Since the trajectory hits the horizontal line, the positively invariant set $E_3$ is bounded by the horizontal segment $f = f^+$ for $p \in [p_-, \rho]$ and the trajectory originating at $(\rho, f^+)$ and ending in $(p_-, f^+)$, see Figure 15. Alternatively another invariant set $E_4$, can be constructed by bounding it by the whole trajectory originating from $(\rho, f^+)$, moving forwardly, and winding around the equilibrium point until it reaches the point $(\rho, f_*)$. The set is completed by the vertical segment joining these very same points. On the latter, being situated on the vertical line $p = \rho$, the flux points inward, see

![The predator-prey model](image)
Figures 11 and 16.

![Diagram of predator-prey model with invariant set $E_3$.]

**Figure 15: Invariant set $E_3$.**

**Lemma 10.** In the positively invariant sets $E_1$, $E_2$, $E_3$, or possibly $E_4$, no periodic orbits exist.

**Proof.** Here we take $B(p, f) = f^{-1}$, and calculate

$$
\frac{\partial}{\partial p} \left[ B(p, f) \left( p(1-p^2) - f \right) \right] + \frac{\partial}{\partial f} \left[ B(p, f)e f(p - \rho) \right]
\]

$$

$$
= \frac{\partial}{\partial p} \left[ \frac{p}{f} (1-p^2) - 1 \right] + \frac{\partial}{\partial f} \left[ e(p - \rho) \right] = \frac{1}{f} (1-3p^2) < 0,
$$

in view of the fact that $(\sqrt{3})^{-1} < p$ in all these sets. Thus Dulac’s theorem prevents the existence of periodic orbits.

**Remark.** Here the set $E_1$ cannot be constructed, we need to check what a trajectory does, namely whether it enters into the sets $E_2$, $E_3$ and $E_4$. Consider any trajectory originating at $(1, \tilde{h})$, with $\tilde{h} > f_-$. It can be shown either to enter these sets, or to wind around them as follows, by using the statements of Lemmas 6-9, this time moving forwards. In fact the trajectory will traverse region Ib, II, III, IV, VI and V, unless entering into set $E_2$ and then since it cannot cross itself, it must wind around these sets, or enter into set $E_4$ or $E_3$. In case these sets are never entered, the trajectory will approach their boundary arbitrarily closely. It follows that the boundary of these regions will itself be a closed orbit of the system. But this contradicts Lemma 10, and therefore the trajectory must ultimately enter one of the sets $E_2$, $E_3$ or $E_4$. 
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Let $E$ denote any one of the above constructed positively invariant sets. Then since the equilibrium $P_4^P$ is locally asymptotically stable and being the only equilibrium in $E$ which is an attracting set containing no closed orbits, it must also be globally asymptotically stable.

In summary we have the following theorem.

**Theorem 4.** In the case $\frac{1}{\sqrt{3}} < \rho < 1$, $P_4^P$ is globally asymptotically stable.

As $\rho$ decreases, the vertical nullcline moves again to the left and it finally crosses the vertex of the parabola, which represents the second nullcline, for the value $\rho = \frac{\sqrt{3} - 1}{3}$. The Jacobian eigenvalues become purely imaginary, giving the Hopf bifurcation: sustained oscillations then occur.

**The case $0 < \rho < \frac{1}{\sqrt{3}}$**

Here we also need to define two additional regions. Let $\tilde{f}(p)$ denote the system’s trajectory through the point $(1, h)$, with $h \geq f^+$, reaching the vertical line $p = \rho$ at height $h^*$, i.e. at the point $(\rho, h^*)$.

$$IIa = \{(p, f) : 1 \geq p \geq \rho f \geq \tilde{f}(p)\},$$
$$IIc = \{(p, f) : p \leq \rho f \geq h^*\},$$

These regions are graphically depicted in Figure 18.
Since from Table 1 all the possible system’s equilibria become unstable, we need to determine in this situation what the system’s $\omega$-limit sets are. To this end we study trajectories originating on or to the right of the vertical line $p = 1$, see Figure 17.

We construct a set $\Sigma$, as follows. Start by considering the vertical line through $p = 1$ up to a point with height $h \geq f^+$; from there we follow the trajectory with initial condition ($1, h$) until it intercepts the vertical nullcline, say at the point $(\rho, h^*)$. To complete $\Sigma$, we take the horizontal line $f = h^*$ from this interception up to the vertical axis together with the two segments on the coordinate axes, as depicted in Figure 18.

**Lemma 11.** From region Ia trajectories enter either into $\Sigma$ or into region IIa.

**Proof.** Here $\frac{df}{dt} > 0$ so that $f \geq f_0$, and $1 - p < 0$ so that $\frac{dp}{dt} = p(1 - p^2) - f < -f_0$. Integrating $p(t) \leq -f_0 t + p_0$ so that there is some $t_*$ for which $p(t_*) \leq 1$. Then either $f(t_* < h$, and trajectory enters into $\Sigma$, or $f(t_*) > h$ in which case it enters region IIa as claimed.

**Lemma 12.** From region IIa trajectories enter into region IIc.

**Proof.** In this case $\frac{df}{dt} - ef(p - \rho) > ef_0 \rho > ef_0 \rho \equiv Q$ since $p > \rho$ and $\frac{df}{dt} > 0$, for which $f > f_0$. Then $f(t) \geq Qt + f_0$ and substituting into the equation for $p$, we get $\frac{dp}{dt} \geq f(1 - p^2) - Qt - f_0 < p(1 + p_0) - Qt - f_0$, since $1 - p < 1$, $p < p_0$. But the term on the right tends to $-\infty$ as $t \to \infty$, so there is $\tilde{t}$ for which $p(\tilde{t}) \leq \rho$.  

Figure 17: Predator-prey model (20). Phase plane diagram for the case $m = 0.5$, $e = 1$ i.e. for $\rho = 0.5$. 


Figure 18: Predator-prey model (20). Regions IIa, IIc and positively invariant set $\Sigma$ for $\rho < (\sqrt{3})^{-1}$.

**Lemma 13.** From region IIc trajectories enter into $\Sigma$.

**Proof.** From $\frac{dp}{dt} < 0$, $\frac{df}{dt} < 0$, we have $p < p_0$, $f < f_0$. Taking $p_0 < \rho$, we find $\frac{df}{dt} < ef(p_0 - \rho) \equiv -R$, with $R > 0$. Integrating, $f(t) \leq -Rt + f_0$, so that there is $\hat{t}$ for which $f(\hat{t}) \leq h^*$, where $(\rho, h^*)$ by construction is the point crossed by the trajectory originating in $(1, h)$. Thus from $(p_0, f_0)$ in region IIc the trajectory enters into the set $\Sigma$.

**Lemma 14.** The set $\Sigma$ is positively invariant.

**Proof.** In fact the axes and the trajectory joining $(1, h)$ and $(\rho, h^*)$ cannot be crossed. On the vertical segment $p = 1$ the flows points inwards, as well as on the horizontal segment.

**Theorem 5.** $\Sigma$ contains any possible trajectory of the system.

**Proof.** Combine the results of Lemmas 11, 12, 13 and 14.

Finally, to show the existence of a limit cycle, it is straightforward to use the Poincaré-Bendixson theorem, since the coexistence equilibrium in this case is unstable. Our simulations reported in Figure 19 show it explicitly. The following result summarizes our considerations.

**Theorem 6.** For the case $0 < \rho < \frac{1}{\sqrt{3}}$, the system (20) possesses a limit cycle.
Remark. Combining Theorems 5 and 6, all system’s trajectories are attracted by this limit cycle.

Figure 19: Predator-prey model (20). Simulations for the parameter values $e = 3.74$, $m = 2$, which imply $\rho = 0.5348$. Left: solutions as functions of time. Right: phase plane plots showing the limit cycle whose existence is proven by the Poincaré-Bendixson theorem, with initial conditions $(0.5; 0.5)$ inside the limit cycle, top, and $(0.91; 0.35)$ outside the limit cycle, bottom.

6 Conclusion

New models of interacting populations in which one of the two populations exhibits a kind of social behavior have been presented. This socialization is expressed by the fact that they live in a herd, and the influence from the second population is felt essentially by the individuals living at the outskirts of the patch. Mathematically, this situation is modeled via nonlinear Gompertz-like terms. Four basic demographic interactions have been considered, corresponding to symbiotic populations, to obligated mutualism, to the competing case and to predator-prey interactions. In spite of the simplicity of the model, indeed it is just a system of two ordinary differential equations, novel unexpected features are shown to arise.
For the symbiotic model, results similar to the classical system hold, with only changes in the coexistence equilibrium level.

For the competing case instead, in addition to possibly new different levels for the coexistence equilibrium, which however remains almost always unstable, we observe that the boundary equilibria are unaffected, they are the same as the classical ones. However, there is one case where the coexistence equilibrium exhibits a novel behavior. It occurs for \( m > 1 \) and when (15) is satisfied. In such case it becomes a double equilibrium. The one on the right is stable, the one on the left unstable, Figure 8. Thus, if the initial condition lies to the left of the separatrix, the system’s trajectories tend to \( P^P_3 \), where only the population \( f \) survives. But if the initial condition is on the right of the separatrix, the stable coexistence equilibrium is reached, where both populations survive. Thus the herd behavior, which supposedly constitutes a better defense for the social population, in fact rather saves the individualistic one, avoiding its disappearance. This represents a novel, counterintuitive result.

Finally, contrary to what happens in the classical predator prey model, which has either neutral type of oscillations, when the Lotka-Volterra model is considered, [1, 2, 3], or which possesses only globally stable equilibria, [20, 22], for the case of quadratic mass-action type interactions, we discovered that under suitable conditions on the parameters limit cycles naturally arise in this case. The whole behavior of the predator-prey system is characterized by one single key parameter, \( \rho \), (12). This parameter captures the entire dynamics of the system, expressing the various situations that the model allows. Note that a large \( \rho \) is obtained for either high values of the predators’ mortality \( m \) or a low predators’ hunting reward \( e \). In fact, for \( \rho > 1 \) the predators population becomes extinct, for \( 1 > \rho > (\sqrt{3})^{-1} \) the predators and prey coexist at stable levels, while at \( \rho = (\sqrt{3})^{-1} \) a bifurcation occurs, with the onset of limit cycles. From this value onwards the latter show increasing amplitudes. Thus in the proposed model the coexistence of predators and prey can also be ensured via stable sustained oscillations, triggered by suitable values of \( \rho \), see Table 1.

It is interesting to note that in this last case the model’s behavior resembles that of the Holling-Tanner model,

but the latter hinges on completely different assumptions. Thus for the predator-prey case, Michaelis-Menten type terms or the predators’ carrying capacity proportional to the prey amount are not necessary to trigger stable sustained oscillations. If the prey gather together in herds and adopt a group defense strategy, coexistence through stable limit cycles arises quite naturally.

Finally, although unable to explicitly construct a Lyapunov function, we have also shown the global stability for the coexistence equilibria of the
symbiotic model, and for two cases of the predator-prey model, \( \rho > 1 \) and \((\sqrt{3})^{-1} < \rho < 1\). This is an additional result worthy to be remarked.
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